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I. INTRODUCTION 

There exist presently two approaches to labeling repre
sentations of the supergroups SU(N 1M); Kac) has proposed 
a unique labeling of irreducible representations in analogy to 
Dynkin diagrams. We shall refer to these as Kac-Dynkin 
diagrams. Balentekin and Bars2-4 introduced supertableaux 
in analogy to Young tableaux, which rely on the properties 
of the permutation group, to arrive at irreducible superten
sors which provide a basis for supergroup representations. 
The relation between these approaches has been found. 5 Our 
aim is to elaborate further on this connection, add new in
sights and clarifications, and establish a useful dictionary. 

A Kac-Dynkin diagram provides the highest weightA. 
The remaining weights are in principle obtained by applying 
lowering operators. This'requires lengthy (but straightfor
ward) calculations,6 which yield the eigenvalues ofthe gener
ators belonging to the Cartan subalgebra. With this method 
necessary and sufficient conditions as well as dimension for
mulas for "typical" representations have been given. ).6 Also 
branching rules for supersubalgebras, especially irregular 
ones, have been computed.6 

The supertableaux, and the associated supertensors, 
provide all the states (or modules) in a representation and the 
content of the states is immediately obvious. This makes 
them very useful in physical applications.7.8 Typical and 
atypical representations are not distinguished in this ap
proach and the supertableaux methods apply to both. In su
pertableaux one uses the concept of supersymmetrization,2 

which means that, when bosonic indices corresponding to a 
row are symmetrized, the fermionic indices are antisymme
trized. This can be done by an efficient method2 which keeps 
close analogy to representations constructed via ordinary 
Young tableaux. These analogies can be applied as follows: 

SU(N) +-+ SU(N 1M), 

SO(N) +-+ Osp(N 1M), 

Sp(2N) +-+ P (2N). 

Through these analogies many practical and useful proper
ties have been computed for the supergroups indicated above 
for all supertableau representations: 

(i) matrix representations of the supergroup in tensor 
space;2.4.7 

(ii) character formulas/·4 

"Partially supported by the Swiss National Science Foundation. 

(iii) dimension formulas;2.4 
(iv) eigenvalues of Casimir operators;2-4 
(v) branching rules for2

.4 

SU(M IN) - SU(M)XSU(N)XU(I), 

SU(M) +M2IN) +N2)-SU(M)IN)) 

XSU(M2IN2)XU(I), 

SU(M)M2 + N)N2IM)N2 + M~)) - SU(M)IN)) 

xSU(M2IN2); 

.) h . '11 t t' 4 7 9 10 (VI armomc OSCI ator represen a Ions .... 
(vii) analytic unitary reprsentations of noncompact 

SU(M, PIN + Q) in a harmonic oscillator basis lO and in a 
superspace Z-basis. 10 

The connection to Kac-Dynkin diagrams5 for 
SU(M IN) can be seen by computing the highest weight 
through the aid of the SU(M IN) - SU(M) X SU(N) X U( 1) 
decomposition. In this paper after reviewing this procedure 
and giving a translation dictionary to Kac-Dynkin dia
grams, and several examples, we will be able to establish the 
following statements for SU(M IN): 

(a) Supertableaux containing only covariant (undotted) 
or only contravariant (dotted) boxes correspond to irreduci
ble representations. 

(b) Supertableaux containing mixed dotted and un dot
ted boxes correspond to irreducible representations pro
vided M, N are sufficiently large compared to the number of 
boxes. The irreducibility of some supertableaux requires 
conditions also on N-M. For example, I2lZl is irreducible 
for all N =l=M, but reducible for N = M, as noted in Refs. 2 
and 4. 

(c) Mixed supertableaux with too many boxes compared 
to M,N are generally reducible but indecomposable! 

(d) All atypical representations are described by super
tableaux. 

(e) Typical representations with aM = integer (defined 
below) are naturally described. aM = arbitrary real number 
is described with the additional concept of an overall U( 1) 
phase of the representation in addition to the tableau. 

(f) To a given Kac-Dynkin diagram one can find many 
corresponding supertableaux. 

(g) One can usefully employ supertableaux to compute 
the decomposition of direct product of any representations, 
provided indecomposable supertableaux are reduced via 
Kac-Dynkin diagrams. 

2253 J. Math. Phys, 24 (9). September 1983 0022-2488/83/092253-10$02.50 © 1983 American Institute of Physics 2253 



                                                                                                                                    

2. THE SUPERALGEBRA SU(MIN) 

In the classification of Kac, I,ll this is a classical superal
gebra of type I, called A (M-I, N-I), SU(M IN) is simple for 
M #-N. For M = N, one has to divide by Uti). It consists of 
an even ("Bosonic") part, the subalgebra SU(M)XSU(N) 
X U( 1) and an odd ("fermionic") part, which transforms as 
the representation (M, N *) + (M *, N) of the even part. The 
Cartan subalgebra consists of theM + N - 1 mutually com
muting generators Hi, the M - 1 first ones belonging to 
SU(M), the N - 1 last ones to SU(N), HM playing a special 
role. The generator Q ofU(I) is a linear combination of Hi 
[see Eq. (2.10) below]. To each Hi corresponds a simple root 
ai' a "raising" operator E / and a "lowering" operator E i- • 

We shall need the commutation relations 

[Hi,E/J = ±aijE/, i,j= ... M+N-I, (2.1) 

where aij are the elements ofthe Cartan matrix ofSU(M IN) 
given by Kac l 

2 - 1 

-I 2 -I 

-I 

M 

". 

I a,) I = ..... _____ -_�:..-.~2-f---:1+_,....------f r-_______ -~I~~O~+~I __ ~ __ --1M 
-I 2-1 

". 
-I 

-I 2 

(2.2) 

Notice that a MM = ° and aM M + 1 = + 1, otherwise we rec
ognize the Cartan matrices of SU(M) and SU(N). 

We also note the commutation relations 

(2.3) 

and the anticommutation relations of the two odd generators 
corresponding to the simple root aM: 

(2.4) 

The full system of commutation (anticommutation) relations 
can either be obtained from (2.1 )-(2.4), which characterize 
"simple" generators, plus the generalized Jacobi identity, 1.11 

or by the explicit realization of the fundamental representa
tion of dimension M + N. This will now be done. The gener
ators are the matrices X: 

M N 

M X= A I B I} 
CD} N 

with the restriction for the supertrace 

Str X tr A - tr D = 0. 

Introducing the matrices E ~ with matrix elements 

. a . 
(E j) b = f>'afJ je i,j, a, b = 1 .. ·M + N, 

one gets for the Cartan subalgebra 
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(2.5) 

(2.6) 

(2.7) 

i = 1 .. · M - 1, M + 1 .. · M + N - 1, (2.8) 

HM =E~ +E~!l; 

all Hi have zero supertrace. 
The raising operators are E ~, i <j, the lowering opera

tors E ~, i > j, and the "simple" generators ofEq. (2.1) corre
spond toj = i + 1, resp. i-I. For the odd generators, i<.M, 
j> M or i > M,j<.M. Notice that the anticommutator of two 
odd raising or two odd lowering operators is zero. 

Finally, the generator Q ofU(I) is given, up to a multi
plicative constant, by 

11M 

11M 
Q = 1------4------l 

liN 

liN 

which corresponds to 

From (2.1) and (2.2) one gets 

[Q, E Ai ] 

(2.9) 

(2.10) 

+ ---a ----a E (
M-I N-I ) ± 

- M M-l,M N M+l,M M 

+(J.. - J..)EAi. 
- M N 

(2.11) 

3. THE KAC-DYNKIN DIAGRAM 

According to Kac, I the irreducible representations (IR) 
of the superalgebra SU(M IN) are characterized in a similar 
way as IR of Lie algebras. They are uniquely determined by 
the highest weight A, which is a vector in the root space. The 
state in the representation space corresponding to A is de
fined by 

E/IA)=O, i=I .. ·M+N-I, (3.1) 

Hj IA ) = a j IA), i = 1 ... M + N - 1. (3.2) 

The numbers a j are nonnegative integers for i#-M. aM may 
be any real number. 

An IR ofSU(M IN) is thus defined by the values ai of 
the highest weight, which can be noted on a Kac-Dynkin 
diagram 

(3.3) 

The part without ® decomposes into ordinary Dynkin dia
grams for SU(M) and SU(N). ® corresponds to the odd root 
aM (whose length is zero!), or to the special generator H M • 

One distinguishes typical and atypical JR. For the lat
ter, one of the following conditions must be satisfied (Kac, 
Ref. 1, Hurni and Morel, Ref. 6): 
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j M-l 
aM = 2: at - 2: at - 2M + i + j, 

t=M+l t=1 
(3.4) 

For the typical representations, none of these relations 
is satisfied. Their interpretation is the following. One gets all 
the weights of a given IR by starting with the highest weight 
and applying lowering operators. The action of the even op
erators is well known. There are MN odd generators which 
anticommute. Hence, each one can be applied at most once, 
and the state obtained by applying two different odd genera
tors is antisymmetric. If It/!) is some state in the representa
tion space, it may happen that E ~ E if It/!) = O. This is just 
the case when one of the relations (3.4) is satisfied. For exam
ple, if aM = 0, E ~ E if IA ) = 0, where A is the highest 
weight. This means that the state E if It/!) does not belong to 
the same representation: Either the representation starting 
with IA) is not irreducible, orwe must putE if It/!) = O. This 
is the atypical case. 

For typical representations, one can apply each odd 
generator exactly once. If d is the dimension of the IR of 
SU(M) X SU(N) X U( 1) corresponding to the highest weight 
A, the dimension D of the corresponding IR ofSU(M IN) is 

D= 2MN d, (3.5) 

with an equal number of bosons and fermions. 
For atypical representations, the dimension will always be 
lower. 

The fundamental representation (D = M + N) is given 
by 

I 0 0 0 
o-o ... ~ ... --o. (3.6) 

Since aM = 0, it is atypical (put i = j = Minto Eq. (3.4)). For 
SUI liN), we have: 

I 0 0 
&-0 ... -0. (3.7) 

Here aM = a l = az + 1, which satisfies again (3.4) (put 
i=M= l,j=M + 1 = 2). 

The conjugate representation (D = M + N) is 

o 0 0 0 I 
o-o ... ~ ... o-o 

and is again atypical, also for SU(M II). 
The adjoint representation is 

I 0 0 0 I 
0-0 ........... 0-0. 

This is atypical, except for SUI 112): 

I I 

&-0 

whose dimension is 2.22 = 8. 

(3.8) 

(3.9) 

(3.10) 

Another convenient characterization of the highest 
weight A is obtained by considering' the eigenvalue q of the 
U( 1) generator Q: 

(3.11) 
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Using (2.10) and (3.2), one gets 

M-l ka k N-I (N-I)aM+1 
qA = 2: - +aM - 2: . (3.12) 

k=1 M 1=1 N 
Applying odd lowering operators, one gets the other SU(M) 
X SU(N) X U( 1) multiplets. Each odd operator is obtained by 
the commutator of E if with "simple" even generators. 
Since the latter commute with Q, it is enough to consider the 
commutator given by Eq. (2.11), applied on a state It/!): 

[QIE if] It/!) = QE if It/!) - q",E if It/!) 
= - (11M - lIN)E M It/!). (3.13) 

Thus, for M.:::: N, resp. M> N, the odd generators E if 
lowers, resp. raises the value of q",. Hence, the "highest" 
weight A corresponds to 

qA = maximum for M <N, 
(3.14) 

qA = minimum for M>N. 

For typical representations, one has to apply the MN 
odd generators in a completely antisymmetric way to get the 
lowest weight A.. Since such an antisymmetric combination is 
a singlet under SU(M) X SU(N), the state 1,.1. ) belongs to the 
same IR of this subalgebra. The eigenvalue q). is given, using 
(3.13), by 

q). =qA +M-N, 

where 

(3.15) 

(3.16) 

For atypical representations, q). will be different from the 
expression (3.15), namely, larger if M < N and smaller if 
M>N. 

In conclusion, the Kac-Dynkin diagram characterizes 
uniquely all IR ofSU(M IN). It gives immediately the eigen
values of Hi and Q of the highest weight. It allows a usually 
lengthy but straightforward computation of all states of the 
representation. It gives immediately the dimension and 
SU(M) X SU(N) X U( 1) content of typical representations, 
but not those of atypical representations. 

4. YOUNG SUPERTABLEAUX FOR SU(M/N) 

Young tableaux for Lie algebras are very convenient for 
computing branching rules for representations of subalge
bras and for establishing the Clebsch-Gordan series often
sor products ofIR. They are very useful in practical physics 
applications because it is possible to describe states in tensor 
notation with the symmetries of Young tableaux. 

Balantekin and Bars (BBf--4 have introduced Young su
pertableaux for SU(M IN) and showed that these, in addition 
to providing a very convenient labeling of representations, 
are useful in calculating many properties of super-represen
tations. 

For SU(M), Young tableaux give the symmetry of the 
indices of covariant tensors t ABC . .. ' One can also introduce 
contravariant tensors t A 'B'C'··· • They are related to the for
mer ones by the completely antisymmetric symbol EA" .... A

M
' 

which is invariant due to the determinant of SU(M) group 
elements being one. Although this is not necessary, King12 
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has introduced Young tableaux for contravariant tensors 
(distinguished graphically by a point in the box). A next step 
is to introduce traceless mixed tensors t ~~B '. ' .... 

For SU(M IN), the E symbol is not invariant. Thus both 
co- and contravariant tensors are necessary. These corre
spond to mixed supertableaux. Furthermore, it is possible to 
have tensors corresponding to long columns in the supertab
leaux with more than M + N dotted or undotted boxes. 

BB2
,3 assign to the covariant tensor tAB. .. the Young 

supertableaux: 

(4.1) 

where the hi(i = l, ... ,m) counts the boxes in the row i and C j 

if = 1, ... n) counts the boxes in the columnj, with the condi
tions 

(4.2) 

The conjugate tableau is obtained by interchanging rows and 
columns: 

(4.3) 

The supersymmetry property of tAB. .. under inter
change of the indices A, B, ... is analogous to SU(M + N) 
except that when bosonic indices in a row are symmetrized, 
fermionic indices are antisymmetrized. This is the meaning 
of supersymmetrization. 

Consider now the IR of the subalgebra SU(M) 
X SU(N) X U( 1) contained in an IR ofSU(M IN). The proce
dure to get these IR is the same as for SU(M + N), with the 
essential difference that the tableau one would obtain for an 
IR of the second algebra SU(N) has to be replaced by the 
conjugate tableau. This follows from supersymmetrization. 
For details, see the third paper in Ref. 2. 

Starting from fundamental representation (dimension 
M+N) 

SU(MIN) SU(M) x SU(N) 

IZJ =(0.1)+(1.0) 
(4.4) 

the rule is shown in the following example where the de
composition of an IR of SU(M + N) is compared to the de
composition of an IR ofSU(M IN): 
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SU(M+N) SU(MIxSU(N) 

EfD =(EfD·I)+(EP·O)+(ITIJ.O) 
+ (El rn) + (rn. B) + (D.EP) 
+ ( 0 . ITIJ ) + ( 1 • EfO ) . (4.5) 

SU(MIN) SU(M) x SU(N) 

~ =(EfTId)+(EfJ.O)+(ITTI.o) 
+(8.EJ)+(rn.rn)+(D.EfJ) 

+ ( D. § H,. EF ) . 14.6) 

This rule is easy to understand in tensor notation. 2 Also from 
the point of view of the algebra, each time one replaces an 
SU(M) index by an SU(N) index. one has to apply an odd 
generator. Since the product of odd generators is antisym
metric, rows (symmetric) are changed in to columns (anti
symmetric) and vice versa. 

Equations (4.4) and (4.6) are independent of M and N, 
except if M or (and) N are too small. For example, for 
SU(1I2), the following terms are illegal, applying the rules 
for SU(M)XSU(N): 

(EfO.,) + (EP.O) + (o,§) 

+ (I·EF)+( B.Bl. (4.7) 

They must be dropped since M and/or N are too small. 
The eigenvalue q of the U( I) generator Q is obtained 

from Eq. (2.9). Thus for the fundamental representation 

IZI = ( 0 . I )q:I/M+ ( I. D )q:I/N' (4.8) 

Hencetheq valueofsomeSU(M) X SU(N) IRis given by 
11M times the number ofSU(M) boxes plus liN times the 
number ofSU(N) boxes. For example, for the first two terms 
of (4.6), one gets 

(EfD·1 \:4/M • (EF' D )q,:3IM+1 / N' (4.9) 

Notice that the difference of these two q values agrees with 
(3.13). 

Contravariant tensors tAB . .. correspond to conjugate 
representations of SU(M / N), as well as for the subalgebra 
SU(M) X SU(N) X U( 1). The fundamental conjugate IR is de
noted by 
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5U(MINI 5U(Mlx5U(NI 

rzl ( G, I )q.=-I/M + (1,0 )q,=-IIN' 

(4.10) 

Both q values are negative because the supertrace of Q must 
be zero [Eq. (2.6)]. 

Apart from this, the rules are similar as for the covar
iant tensor. For example, 

( ~,I )q.=-2/M + ( G ,G )q.=-IIM-IIN 

( ffi) + I,. . 
q.=- 2tN 

(4.11) 

Finally, mixed tensors t ~l',·. ,. correspond to IR only if the 
supertrace is zero, 1:.17 ( - I )81-<)t i~: : : . = 0, where g(x) = 0 for 
even, and g(x) = 1 for odd components. This is the case for 
the adjoint representation 

~ = ( rn, I )q.=o + ( 0,0 )q.=-IIM+IIN 

+ ( 0, G )q.=I/M-IIN 

+ (I,~ )q.=o + (I, I )q.=o· (4.12) 

The notation for the general supertableau for SU(M / N) will 
be3 

(4.13) 

5. RELATIONS BETWEEN KAC-OYNKIN DIAGRAMS 
AND YOUNG SUPERTABLEAUX 

Kac l has used the highest weight to uniquely determine 
an IR ofSU(M / N). What is the relation between Kac-Dyn
kin diagrams and supertableaux? 

From (3.14) we know the properties of the eigenvalue 
q A of Q for the state corresponding to the highest weight A : 

q A = maximum for M < N, 
(5.1) 

q A = minimum for M> N. 

The case M = N will not be considered. 
From (3.12) we know the relation to the Dynkin labels 

M-I kOk N-1N-1 
qA = L - +OM - L --om+I' (5.2) 

k=1 M 1=1 N 

We now need only the corresponding information for super
tableaux. 

Let us start with tableaux corresponding to covariant 
tensors [see tableau (4.1)]. 

From (4.8) we know for the fundamental representa-
tion: 
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5U(MIN) 5U(M) x SU(N) 

IZI = (0,1 )q=IIM+ ( I, 0 )q.=IIN' (5.3) 

From (5.1) we see that the highest weight belongs to (0,1). 
From (5.2) it is clear that 

0 1 = 1; 0; = 0, i# 1. (5.4) 

Hence 

IZI 
I 0 0 0 
0<) ... --.-.... -0 

in agreement with (3.6). 

(5.5) 

For a general covariant tableau, one gets q by counting 
boxes. From (5.1) and (5.3) one sees that qA is obtained with 
the maximum number ofSU(M) boxes. If C 1, the number of 
rows, does not exceed M, the number ofSU(M) boxes can be 
taken to be equal to the number of SU(M / N) boxes. The 
Dynkin labels are given by the familiar formula for SU(M), 
whileo M is fixed by (5.2), remembering that, for SU(M), 0 K is 
the number of columns with K boxes: 

0; =b; -b;+I' i= 1···M-l, 

OM = bM , 

OM + j = 0, j = 1 ... N - 1 

cl<M. 

In pictures, 

(5.6) 

rt -(f 1'0;.1573

1 

M 

where in the SU(M) X SU(N) X U( 1) decomposition we have 
shown just the component with the value q corresponding to 
the highest weight. This immediately yields 

(5.7b) 

if C 1 = m <M. If C 1 exceeds M, to determine the highest state, 
one writes first the step ofEq. (5.7a), and then one has to cut 
the supertableau in two pieces. The first piece, which con
tains the first M rows, is assigned to SU(M), and the remain
ing rows are assigned to SU(N), after conjugating them. The 
SU(M) X SU(N) X U( 1) Young tableau thus defined is the first 
non vanishing component in the decomposition ofSU(M / N) 
- SU(M) X SU(N) X U( 1), which will have the right value q 

corresponding to the highest state. 
For example 
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On the rhs we have shown the IR ofSU(M)XSU(N) corre
sponding to the highest weight. The value of q A is 

M b. bm +! c·-M 
qA = I ~ + I -'-O(c; -M), (5.9) 

;=IM ;=1 N 

where only C; > M contributes. 
As far as the SU(M) content is concerned, one can sub

tract SU(M) singlets for each column with M boxes. On the 
other hand, a supertableau is illegal unless 

(5.10) 

because otherwise every component in the decomposition 
vanishes. 

With (5.2), (5.9), and the rules for SU(M) and SU(N), we 
get the generalization of(5.6): 

a; =b; -b;+I' i= 1···M-I, 

aM =bM +C;, 

aM+j=c;-C;+I' j=I···N-I, 

C; =(C j -M)O(c j -M), 

bM + I <N. 

These values must be put on the Dynkin diagram 

(5.11) 

One should not forget that the b; and C j are not independent. 
For conjugate representations, the procedure is similar 

except for the sign changes. For the fundamental representa
tion, Eq. (4.1) is 

SU(MIN) SU(M) IlSU(N) 

IZI ( G, I )q.=-I/M + (I, G )q=-I/N 

(5.12) 

From (5.1), we see that the highest weight has 

qA = -liN. (5.13) 

Hence, comparing (3.8) and (5.12), 

o 0 0 0 I 
[2] = o--<r ... ~ ... o-o (5.14) 

For a general tableau, we search forqA using (5.1) and (5.13). 
If hI' the number of columns, is smaller or equal to N, we can 
fulfill (5.1) with SU(N) boxes only. Using again (5.2) and the 
rules for SU(N), not forgetting to conjugate the SU(N) tab
leau, we get 

a; = 0, i = I ... M - 1, 

aM+N_j=Cj-Cj+P j=I ... N-I, (5.15) 

n =hl<N, 
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• • I , • • 
• • 
• • • en 

ifn = bl<N. 
Next consider the case where hI exceeds N. We now 

must cut the supertableau in two pieces by a vertical line. Ifj 
is the index ofc j' the contribution for j < N is as before. For 
j> N, one gets an SU(M) IR. Thus, 

b'~ . -
bm 

(5.17) 

The tableau on the rhs again corresponds to the highest 
weight of the SU(M IN) IR. The value of qA is 

N c; eNt! (h; -N) _ 
qA = - I - - I O(b; -N). (5.18) 

;=1 N ;=1 M 

A supertableau is illegal unless 

Using (5.2) and (5.18), we get for the Dynkin labels a;, 

aM_;=b;-b;+I' i=I .. ·M-I, 

b; = (b; - N)O(b; - N), 

(5.19) 

aM = -cN-b; = -cN-(hl-N)O(hl-N), 

aM+N_j=Cj-cj+\> j=I ... N-I 

CN+I<M 

6. DISCUSSION 

(5.20) 

We have shown that to each covariant tensor (with a 
corresponding legal supertableau) one can sssign a Kac
Dynkin diagram. The latter, we know, specifies an IR of 
SU(M IN), for M =I- N. The same is true for contravariantten
sors. The case of mixed tensors will be considered in the next 
section. 

We now show that this correspondence is not one-to
one. Take, for example, SU(2/3). Consider the following two 
supertableaux and their highest weight 

4 

(6.1) 
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They clearly correspond to the same Kac-Dynkin diagrams. 
For SU(M / N), we find the rule: Two supertableaux cor

respond to the same Kac-Dynkin diagram if(N + 1) co
lumns of Mboxes are replaced by N columns of M + 1 boxes. 
This amounts to replacing an SU(M) singlet with q = M / M 
by an SU(N) singlet with q = N / N, provided there are 
enough boxes to start with. 

This ambiguity is, of course due to the fact that (5. 11 ) 
does not determine the b;'s and c /s uniquely from a j • 

A similar rule applies to contravariant tensor (5.20). 
Consider for SU(2/3) the supertableaux 

5U(3) 

(6.2) 

N columns of M + 1 boxes are replaced by N + 1 columns of 
Mboxes. 

Consider now the inverse problem: Given Dynkin la
bels a j' calculate supertableaux labels bj • There arises a ques
tion: For typical representations, aM can be any real number 
while the supertableau describes naturally aM = integer 
since the value of Q is determined by an integer number of 
boxes. However, for typical representations it is possible to 
add any constant to Q, since it remains supertraceless when 
the number ofbosons is equal to the number offermions. An 
additional constant in Q corresponds to an overall U( 1) 
phase of the whole representation. This U(l) commutes with 
SU(M / N). Thus, up to this overall phase an arbitrary repre
sentation of the group is recovered through the supertab
leau. The role of this overall phase and its significance in 
representation theory of supergroups is not sufficiently 
clear. 

Keeping this in mind, we start from a Kac-Dynkin dia
gram, and consider first the SU(M) X SU(N) labels a j 

(i = I, ... ,M - 1, M + I, ... ,M + N - I) which specify the 
highest weight A of an JR. To each set aj> we can assign 
either a covariant or a contravariant tensor. The general for
mulae are, of course, (5.11) and (5.20). To show how they 
work, it is best to give an example. Consider the algebra 
SU(2/3), and the diagram 

(6.3) 

For the subalgebra SU(2) X SU(3), this corresponds to covar
iant tensors with tableaux: 

2 

o = OJ ~ = ffiJ - §j. (6.4) 

For the SU(3) part, we also indicate the conjugate tableau. 
The supertableau is now given up to b2 SU(2) singlets: 

b.2 

(6.5) 
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Here, c) = 5 and b2 determined by a2, using (5.11): 

a2 = b2 + 3. (6.6) 

To get a legal diagram, b2>2. Hence, (6.5) can be fulfilled for 
a2 satisfying 

a2 ;;.5, (6.7) 

modulo the additional constant mentioned above, if the re
presentation is typical. 

Consider now contravariant tensors with tableaux 
[compare with (5.20)] 

2 ( 2 
o = [!E] ; 0-0 ~.. ,. ---. .. • • 
The supertableau is given up to c3 SU(3) singlets: 

With (5.20), we get 

a2 = - c3 - 2. 

L·1· • • • 
• • • 
• • • 
• •• 
• •• 

• • "-h 
j<!, 
!<!. 

Here, c3 ;;.1, so that a2 satisfies 

up to the constant mentioned above. 

(6.8) 

(6.9) 

(6.10) 

(6.11) 

We will see that we can also use mixed supertableaux to 
2 a, 1 2 

obtain representations of type 0-0--0-0 for SU(2/3). 

Typical representations are those for which aM is differ
ent from the rhs of (3.4): 

j M-l 

aM=! I at - I at -2M+i+j, 
t~M+l t~l 

(6.12) 

A necessary and sufficient condition for covariant tensors is 

This follows from the more general discussion in the next 
section. For example, for SU(2/3), the following are typical 
IR: 

o 5 0 I 
0--+-0-<> 

o 3 0 0 
~ 

I 3 0 0 
0--@--0-() 

o 4 0 0 
D-+-<>-O 

(6.13) 
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F=~ 
Similarly, for contravariant tensors, 

cN>M. 
For example, for SU(2/3) 

~ 
~ 

~ 
.. 

••• 
• 

o -2 0 0 = Q---®--O--O 

o -2 0 1 
~ 

~
•• 0 -2 1 0 

••• =~ 
• • 

~ 
~ 

~ 
. 

• • • 
• • 

etc. 

1 -3 0 0 
o---®--O-O 

There are, of course, many more atypical representations 
than typical, and the supertableau approach is a convenient 
tool to describe both. 

7. MIXED REPRESENTATIONS 

We have seen that for covariant or contravariant ten
sors, aM is limited by inequalities of the type (6.7) or (6.11). 
To get more general situations, one needs mixed, traceless 
tensors t~~~'.·.··. The first important example is the adjoint 
representation [see (3.9) and (4.12)]. 

1 0 0 1 
IZl:ZI = o-o·····®··o. (7.1) 

The algebraic rules to go from supertableau labels b i to Dyn
kin labels ai • are obtained again from Eqs. (5.11) and (5.20). 
There is, however, one essential complication: Mixed super
tableaux, while being irreducible when N, M are sufficiently 
large compared to the number of boxes, may not always cor
respond to irreducible representations ofSU(M IN), whenN, 
M are small. But we shall see that they are indecomposable 
even when they are reducible. [One of us (I.B.) thanks V. Kac 
for his comment on this point.] Consider the general super
tableau 

(7.2) 

Suppose it contains m "covariant" boxes IZI and n contravar
iant boxes~. Consider now the two SU(M)XSU(N)XU(I) 
tableaux, obtained from (7.2): 

(7.3) 

and 

(7.4) 
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q2 = ql - (m + n)(lIM - liN). (7.5) 

Transferring a box 0 from left to right, or a box [!) from 
right to left, amounts to applying an odd lowering operator. 
From (3.13) 

QE if lif) = [q", - (11M - lIN)]E if lif) (7.6) 

we see that (7.4) is obtained from (7.3) by applying (m + n) 
different odd lowering generators. Now, if all tableaux in 
(7.3) and (7.4) are legal, these correspond to the state IA ), 
resp. 1..1. ) with highest, resp. lowest, weight. But for an IR, 
one can apply at 'most MN odd lowering generators to IA ). 

Hence, if m + n > MN, i.e., if there are too many boxes, 
(7.2) does not correspond to an IR ofSU(M IN). 

The simplest example is given by the supertableau of 
SU(1I2): 

m+n=3, MN=2. (7.7) 

The highest weight belongs to the IR of the bosonic subalge
bra U(I)XSU(2): 

I 0 , ~ I = ( ! ). (7.8) 
[!] q.=o q.=o 

The corresponding Kac-Dynkin diagram would be 

o 0 
&----<>. (7.9) 

But (7.7) gives rise to series ofU(1)XSU(2) IR: 

(!)q ~ 0 + (~)q ~ - 1/2 + (~)q ~ - 112 + (~)q ~ - I 

+ (!)q ~ - I + (!)q ~ - I + (~)q ~ - 3/2 • 

(7.10) 

We see that we need indeed three odd generators to go from 
q = 0 to q = ~, which is impossible for an IR. 

Another way to see the reducibility is to try to construct 
the supertraceless tensor corresponding to the supertableau 
(7.7), as in Ref. 2, for SU(M IN) 

t ~BI = f/Jcf/J (ABI _ 1 [{)A ( _ flDIf/J f/J (DB I 
M-N+l c D 

+ ( _ flA IglBI{)~( _ flDIf/JDf/J (DA I] 

such that the supertrace is zero: 

g(C)=O, C= l···M, 

g(C) = 1, C=M+1,··M+N. 

(7.11) 

(7.12) 

However, when N = M + 1, e.g., for SU(1I2), the denomi
nator vanishes, so that 

t ~BI = t ~A I( _ 1f1A IglBI (7.13) 

contains an invariant subspace which cannot be subtracted. 
This means that the tensor is reducible but indecomposable!! 

StUdying the weight diagram of (7.10) in more detail, 
one finds the IR of SUI 112): 

00010102 
.-0 + .-0 + @-O + @-O. 
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The second term corresponds to the trace. All these IR are 
atypical. They are connected together by odd generators of 
SU(1/2), some of them being lowering others raising. This 
can be schematized as follows: 

(7.15) 

arrows representing odd generators. A similar example has 
been given by Scheunert, Nahm, and Rittenberg. 13 

Such a representation is said to be reducible (it contains 
an invariant subspace) but not decomposable. Another ex
ample is given by the supertableau ofSU(2/3): 

(7.16) 

whose highest weight corresponds to the Kac-Dynkin dia
gram 

o 0 0 0 
~ (7.17) 

and hence is also reducible, although here m + n < MN. 
On the other hand, the adjoint representation (7.1) is 

clearly irreducible, as well as the typical representation of 
SU(2/3): 

3 -I 0 0 
~. (7.18) 

Also, the supertableau (7.7) corresponds to the typical repre
sentation of SUI 1/3), 

I I 0 
~ = &--0--{) 

and to the atypical IR of SU(2/4) 

I 0 0 0 0 
l711l7I = 0--.-0--0--0. 

(7.19) 

(7.20) 

Thus, if M, N are sufficiently large, the mixed tableau is 
irreducible. 

We can now address the following question: Can every 
IR ofSU(M / N), as given by Kac-Dynkin diagram, be repre
sented by a supertableau? We have already discussed in Sec. 
6 the problem of typical representations, where one gets nat
urally integer values for aM' Allowi.ng the overall U( 1) phase, 
it appears that we recover arbitrary values of aM' 

For atypical representations one has to consider Eq. 
(5.11) for covariant tensors, (5.20) for contravariant tensors, 
and combine them for mixed tensors. Hence, given the Kac
Dynkin labels for au one has to solve for the supertableau 
labels bi and bi • Clearly, there are several solutions and in 
most cases there is a supertableau corresponding to a Kac
Dynkin diagram. But again we somtimes face the difficulty 
of reducibility when the resulting solution contains too 
many boxes relative to M, N. For example, for SU(2/3), 

2261 
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(7.21) 

a l = b l - b2 + b; - b 2 = 3, 

a2 = b2 + C; - b; - C3 = 0, 

a3 = C; - C 2 + C2 - C3 = 2, 

a4 = C 2 - c; + CI - C2 = 0, 

b; = (bi - 3)O(bi - 3), 

C; = (Cj - 2)O(Cj - 2). 

(7.22) 

The solution with the minimal number of boxes is the super
tableau: 

tffifV0 . . . (7.23) 

However, this is reducible and contains not only (7.21), but 
also IR with lower weights. Other solutions of (7.22) have 

3 0 2 0 

more boxes. This means we cannot represent 0-®-O-O 

for SU(2/3) with an irreducible tensor. 
In conclusion, for each atypical IR one can find a super 

Young tableau. Sometimes, this latter is reducible and con
tains also IR with lower weights (obtained by applying odd 
lowering operators). 

8. TENSOR PRODUCTS OF IR 

Scheunert, Nahm, and Rittenberg 13 have shown that 
the tensor product ofIR of super algebras is not always fully 
reducible. This is due to the fact, mentioned in Sec. 3, that 
atypical representations are not always fully reducible. The 
example they give is for SU(1/2): 

a, 0 a, 0 20, 0 20, I 20,-10 
®--O X ®--O ®--O + ®--O + ®--o, 

4 X 4 4 + 8 + 4 (8.1) 

(a l :;;f0, 1); (8.1) has been obtained by explicitly constructing 
all sixteen states. 

There is a problem for a I = ~, because the representa
tions (1,0) and (0,0) are typical, that is, of dimension 3, resp. 
1. This means that they hide, in a nonreduced form, repre
sentations of dimension 1, resp. 3. It can be shown that the 
complete reduction is not possible. 

Another example is shown in Sec. 7. Keeping this in 
mind, we can still try to learn from the rules of tensor pro
ducts for classical Lie algebras, especially SU(M). 

There are two main methods: Dynkin diagrams and 
Young tabeleaux. If the two IR to be multiplied have highest 
weights A I and A 2 , the decomposition of the product con
tains the maximal highest weight 

(8.2) 

The next to the maximal A is obtained by the method of 
minimal chain. 14 By definition a sequence of simple roots 
ail' a i2 , .. ·,aik is a minimal chain linking A 1 and A2 if the 
following two requirements are fulfilled: (1) (A I' aiJ~O, 
(ail' ai,l:;;f0, ... ,(aik.A2):;;f0 and (2) no simple root can be re
moved from the sequence without violating (1). One now gets 
the highest weight of an IR contained in the decomposition 
of the product by subtracting the minimal chain from A max: 
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(8.3) 

(8.2) obviously gives the right result for the product (8.1): 

Am., = (aI' 0) + (aI' 0) = (2a l , 0). (8.4) 

Caution is needed to apply (8.3), since (aM' aM) = O. So 
we modify the definition: aM can be subtracted from a 
weight, that is, belongs, to the minimal chain, if that weight 
has a nonzeroM th component and was not obtained itselfby 
subtracting aM' 

For SU(l/2), aM = a l = (0, - 1), and 

(8.5) 

which is the second term in (8.1). The third term is obtained 
by orthogonality. 

Similarly, one may try to apply Young tableau tech
niques. Again, some changes are necessary. We have shown 
that supertableaux correspond to integer values of aM' for 
atypical representations, as they should, but also for typical 
representations (modulo the phase, which restores arbitrary 
values of aM)' Actually, the product does not depend on the 
value aM' as long as one stays with typical representations. 
Thus in the example (8.1) 

2 0 fZIZI = ~ , (8.6) 

IZ[ZJ x IZ[ZJ = INWI + ~ + ~, (8.7) 

which, using (5.11), exactly agrees with (8.1) for a I = 2. 
For pure covariant or pure contravariant tensors, we 

have found no example where the usual rules for Young tab
leaux do not apply. 

For mixed tensors, the supertableau give again the cor
rect result if M,N are sufficiently large. But for M,N small 
compared to the number of boxes the situation is complicat
ed, since one encounters reducible representations. Still, the 
rules are useful. For example, for SU(l/2), 

12] x Il0 = C!EIZI + 0. (8.8) 

The left-hand side has dimension 3 X 4. From (7.10), we see 
that the right-hand side has also dimension 12. Working 
with Dynkin diagrams we see that the lhs is 

1 0 -I 0 (8.9) 
~x~. 
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Using the above rule, we see that it contains an IR with 
highest weight A I + A2 = (0, 0), and using the minimal 
chain, one with A = A I + A 2 - a I = (0, 1). Thus we indeed 
get two IR contained in (7.14). 

The conclusion is that the usual rules seem to work, 
provided one decomposes the reducible representations, as 
we have shown above. 
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A polynomial basis is derived for the symmetric irreducible representations of the group SO (7). 
The reduction ofSO(7) into [SU(2)P is considered. The SO(7) generators not belonging to [SU(2)P 
are grouped into a bispinor vector, of which matrix elements are calculated. An explicit 
expression for the state vector is given. 

PACS numbers: 02.20.Qs 

I. INTRODUCTION 

In a previous article, 1 the reduced matrix elements of 
the generators of SO(7) have been calculated for symmetric 
irreducible representations. These reduced matrix elements 
followed as a solution of a set of induction equations. Here, 
we want to retrieve the same results in a completely different 
way. Starting from the basic [1,0,0] symmetric representa
tion, a polynomial basis for SO(7) is constructed, analogous 
to that for the SO(5) group given by Sharp and Pieper.2 

Not only are the reduced matrix elements, already pre
viously derived,1 obtained as a result, but with the present 
technique it also becomes possible to establish an explicit 

a = 11 
c = I! 
e= 10 
g= 10 

1 
2 

o 

O' , 
O' , 
1· , 

! 
o 

o 1; 0 

_1 
2 

o 
o 

0), 

0), 

1), 

-1). 

b = I! 
d= I! 
f= 10 

1 o· 2 , 

! o· , 
0 1· , 

expression for the state vectors. By considering this specific 
method, and by applying in the near future an extension of 
the shift operator technique as used by Hughes3 in his study 
of the SO(5)l[SU(2)f reduction, we hope to gain some more 
insight in the way the SO(7)l[SU(2)P state labeling problem 
for general representations can be solved. 

II. THE CHOICE OF GENERATORS 

The symmetric [1,0,0] representation of the SO(7) 
group decomposes into the [SU(2)P representations4 (M,O) 
and (0,0,1). We denote the respective basis states by 

-! 
o 

! 
-! 

o 

0), 

0), 

0), 
(2.1) 

The familiar commutation relations for the generators of the [SU(2)P subgroup algebra are obtained if we represent the 
generators by the following differential operators: 

S3 = !(aaa - bab + cae - dad)' 

T3 = !(aaa + bab - cae - dad)' 

U3 = eae -gag, 

S+ = aab + Cad' S_ = baa + dae, 

T+ =aae + bad' T_=caa+dab , 

U + = ..j2(eaj + fOg), U - = ..j2/fiJe + gaj)' (2.2) 

It is known that certain linear combinations of the remaining 12 generators form a bispinor vector with respect to the 
[SU(2)P subalgebra. 1 It can be verified that the following operators have this property: 

T It~~ t~~ 61 = (l/..j2)(aaj - fad)' T 1~;/2 ~;/2 61 = - (l/..j2)/fiJa - daj ), 

T (t~~ _ t~~ 61 = (l/..j2)(caj + fOb)' T [~;/2 t~~ 61 = (l/..j2)/fiJe + baj)' 

T It~~ t~~ tl = - (l/..j2)(aag + ead), 

T It~~ _ t~~ tl = (l/..j2)(eab - cag), 

T(_ t~~ :~~ tl = (l/..j2)(eae - bag), 

TI_ :~~ _ t~~ tl = - (l/..j2)(eaa + dag), 

T 11~;/2 1~21/2 ~ 1 = - (l/..j2)(gaa + dae ), 

T(_ t~~ t~~ _:1 = - (l/..j2(bae -gael, 

T (:~~ _ t~~ _:1 = - (l/..j2)(cae - gab)' 

T (:~~ :~~ _:1 = - (l/..j2(aae + gad)' 

Besides, this choice reproduces the correct commutator relations (2.28) reported by Vanden Berghe et al. 1 

(2.3) 

Following the reasoning of Sharp and Pieper,2 state vectors of an SO(7) symmetric irrep can be described by homogen
eous polynomials in the basis states (2.1). The SO(7) scalar of second degree is proportional to ad - be - eg + ~f2. The number 

-I Research assistant I.W.O.N.L. (Belgium). 
b'Research assistant N.F.W.O. (Belgium). 
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of monomials of degree v in seven variables is (~+ 6). In order to avoid duplication from that number of states in the [v,O,O] re
presentation, those which are proportional to powers of the scalar, i.e., (~+ 4) must be subtracted. We find a number5 which 
corresponds exactly to the dimension of the representation [v,O,O] ofSO(7), namely, (~+ 5) + G + 4). 

III. CALCULATION OF THE STATE VECTOR 

In conformity with a previously introduced notation, I the state vectors will be denoted by Isu,AJLv). A state correspond
ing to maximum angular momentum projections is necessarily of the form 

Isu,ssu) = Nsua2SeUIf(x) 
x 

X ( - eg + !l2)lv - 2s - u - 2X)/2(ad _ be)x. 

Indeed, the correct [SU(2)P behavior is reproduced because according to our choice of generators, ad - be and - eg + ~f2 
are the only basic [SU(2)P scalars. Also, the state contained in SO(7) is a polynomial of degree v in a,b,e,d,e/. 

BecauseJaJd - JbJc - JeJg + ~J} commutes with all the generatorsofSO(7) and annihilates the perimeter statesavlfz!f 
and eVIfz!f, we have 

(JaJd - JbJc - JeJg + ~J})lsu,ssu) = O. 

This property determinesf(x) except for a multiplicative constant and we find 

(( v - 2s + u - 2x)/2)!( - ea + 1 f2)IV - 2s - u - 2x)I2(be _ ad )X 
Isu,ssu) = Nsua2SeuI 0 2 

x 4Xx!(v - 2s + u - 2x + 1)!((v - 2s - u - 2x)/2)!(x + 2s + I)! 

In order to obtain an explicit expression for Nsu we calculate now the right- and left-hand sides of 

and 

T 1 1/2 1/2 Ills + lu + I s + !.~ + lu + 1) - 1/2 - 112 - I 2 ' T 2 

= Is+ lu+2,ssu)(s+ lu+2,ssuITI_ :;i 112 Ills + lu + 1 s + !.~ + lu + 1) - 112 - I 2 ' T 2 

+ Is + lu, ssu)(s + lu, ssulTI_ :;i _ :;i _ :)Is + ~u + I, s + ¥ +!u + 1) 

+ Isu + 2, ssu)(su + 2, ssulTI_ :;i _ :;i _ :lls + ~u + 1, s + ¥ +!u + 1) 
+ Isu, ssu) (su, ssulTI_ :;i _ :;i _ :lls +!u + 1, s + ¥ + ~u + 1). 

By equating successively the coefficients of a2s + leU + I( - eg + !f2)lu - 2s - u - 2)12 in the first equation and 
( - eg)IV - 2s - u)/2 and (!f2)IV - 2s - u)/2 in the second equation, and taking into account that 

(s + !u + I, s + ¥ + !u + II T 1 :;i :;i : 1 Isu, ssu) = (su, ssu IT 1_ :ji 

we can prove that 

1/2 Ills+lu+ 1 S+!.~+lU+ 1) 
~ 1/2 - I 2 ' T 2 ' 

N'+11/2)u+1 =E[(V+2S+U+5)(2s+2)(2U+3)]1/2, E= 1 
N,u (v - 2s - u)(2s + 1)(2u + 2) 

or - I, 

and similarly that 

and 

(s + lu + I s + Is + lU + II T 11/2 1/2 II Isu ssu) = E (v - 2s - u)(v + 2s + u + 5) . [ 
(2s + 1)(2u + 2) ] 112 

2 ' 2 2 112 112 I , 8(2s + 2)(2u + 3) 

A second recursion relation for the normalization coefficient is obtained by considering the equalities 

T 1 :;i :;i _: 1 Isu,ssu) = Is + ~u + I, s + ¥ + !u - 1) (s + !u + I, s + ~u - II T 1 :;i :;i _: 1 Isu,ssu) 

+ Is + !u - 1, s + ¥ + !u - I) (s + !u - I, s + ¥ + !u - II T 1 :ji :ji _: 1 Isu,ssu) 

TI_:;i -:ji :lls+!u-l,s+¥+!u-l) 
= Is+ lu,ssu)(s+ lu,ssuITI_ :;i _ :;i :lls+!u-l,s+¥+!u-1) 
+ Isu,ssu) (su,ssul T 1_ :;~ _ :;~ :1 Is + !u - 1,s + ¥ + !u - 1). 

(3.1) 

(3.2) 

(3.3) 

Here, the coefficients of (be)IV - 2s - ull2 in the first equation and ( - eg)lv - 2s - u)12 in the second equation are successively 

equated. On taking into account that 

(s+~u-l,s+¥+!u-lITI:j~:A _:llsu,ssu)=(su,ssuITI_ :;~ _ :j~ :lls+!u-l,s+¥+!u-l), 
straightforward calculations lead to 

Ns+!u-I ,[ (v+2s-u+4)(2s+2)2u ]112, 1 -1, ---'---'-'--- = E E = or 
N,u (v - 2s + u + 1)(2s + 1)16(2u + 1) 
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(s+!u-I,s+¥+~u-IITI:~~ :~~ _:Jlsu,ssu) = -E'[(V-2s+U+I)(V+2s-U+4) (2s+I)2u ]112. 
8(2s + 2)(2u + 1) 

(3.5) 

The reduced matrix elements can be calculated by means of the Wigner-Eckart theorem applied to the [SU(2)P state 
basis, namely, 

(s'u',A. 'll'v'IT 1:/2 ;:2 ~Jlsu,A.IlV) = (s'u'IIT [:/2 ;:2 ~JlIsu)(2s' + I)-1(2u' + 1)-1/2 

X (SA ~als'A ') (Sll! /3ls'Il') (uvi rl u'v'). 

One finds 

(s + !u + IIIT[1/2 112 IJllsu) = EH!V - 2s - u)(v + 2s + u + 5)(2s + I)(2s + 2)(u + 1)] 112, 

(s +!u - IIITII12 112 IJllsu) = - E'H(V - 2s + u + I)(v + 2s - u + 4)(2s + I)(2s + 2)u] 112, 
whereby E and E' are the same sign factors as in Eqs. (3.2)-(3.5). 

It is known that for the perimeter state, 

IOv,OOv) = eV/JUf. 

But according to (3.I),IOv,OOv) = Novev v!/(2v + I)!. Hence Nov = (2v + 1)!/(v!JUf). Together with the recursion relations (3.2) 
and (3.4), this is all we need in order to establish Nsu in closed form. The final result reads 

N,u = ~v - 2s - u)l2E'iv + 2s - uJ122iv - 2s - u)l2/U! 

X [(2s + 1) ((v + 2s - u + 2)12)!((v - 2s - u/2))!(v + 2s + u + 3)!(v - 2s + u + I)!(2u + I)!(v + I)!] 112 (3.6) 
((v + 2s + u + 2)12)!((v - 2s + u)/2)!(2v + 3)! 

Since the choice of the phase factors and E and E' is still free, we can set E = - E' = I. Precisely this choice makes the 
expressions (3.3) and (3.5) coincide with our previous results. I 
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The formula for the Yamanouchi matrix elements is rederived by the eigenfunction method in a 
simple fashion. 

PACS numbers: 02.20.Qs 

I. INTRODUCTION 

In Ref. 1 a new approach to the study of group represen
tations is proposed, in which the calculation of the primitive 
characters, the irreducible bases, the Clebsch-Gordan coef
ficients, the isoscalar factors, etc., are all reduced to a single 
recipe--seeking the eigenfunctions of a certain kind of com
plete set of commuting operators (CSCO). It is in conse
quence termed the eigenfunction method. The structure of 
the CSCO is very simple, being a linear combination of the 
two-cycle class operators of the permutation groups. The 
new approach is self-contained, while the eigenfunction 
method has the advantage of being easily programmable and 
has wide applications in: the calculations of the Clebsch
Gordan coefficients and the outer-product reduction coeffi
cients2 

- the tranformation matrices from the Yamanouchi 
basis of S(n) to the S(n) :::> SIn I) X S(n2) basis3, the coefficients 
offractional parentage for the SU(mnpSU(m)XSU(n) ba
sis4

•
5

; and the SU(m + n):::> SU(m) X SU(n) basis,6 etc. 
However, an important problem is left over in Ref. 1, 

i.e., the independent derivation of the formula for the Ya
manouchi matrix elements by the eigenfunction method. In 
this short paper we supply this derivation, which turns out to 
be the shortest way to reach this elegant formula. 

II. EIGENVALUES OF THE TWO-CYCLE CLASS 
OPERATORS7 

Let 1 y\v) be the Yamanouchi basis vector having the 
maximum Yamanouchi numbers in the irreducible repre
sentation (irrep) (v) = (V IV2···), i.e., the Young tableau Y\V) 
has numbers 1 to VI in the first row, VI + 1 to VI + V 2 in the 
second row, etc. We split the two-cycle class operator Cn 

into three parts: 
n 

Cn = L (ij) = Tr + Te + Tm, (1) 
I;.i~ I 

where Tr (Te) is the sum of the transpositions i andj which 
are in the same rows (columns) of y\vl, and T m is the remain
ing part of Cn • Let A be the product of the antisymmetrizers 
for the columns of y\v). From 

(2a) 

and 

[Te,A] =0, (2b) 

we have 

(2c) 

Therefore 

CnA 1 y\v) = A Tr 1 Y\V) + TeA 1 nv) + AT m 1 y\v) 

= [~ ~Vi(Vi - 1) - TLJli(Jli - 1)] 
(3) 

where (JlJl2"')=(v) is the partition conjugate to (v). In the 
following, we are going to show that AT m 1 y\v) as is identi
cally zero. 

Suppose i andj are the two numbers in the same row of 
Y\V), and i and k are the two numbers in the same coloumn of 
Y\V). According to 

i .. j (y] j. .. i (jk) k ... i (ik) i. .. k 
---+ ---+ 

k k j j 

we know that 

Uk) = (ik )Uk )(ij), (4a) 

where (ij) belongs to Tr and (ik) belongs to Te. Consequently, 
we have 

A Uk)1 y\v) = A (ik )Uk )(ij)1 y\v) 

= A (ik )Uk)1 Y\V) = - A Uk)1 Y(r), (4b) 

where the property A (ik ) = - A has been used. Thus we 
proved that 

A Uk)1 Y(r) = 0, (4c) 

which implies 

ATm 1 Y\V) = O. (4d) 

From Eqs. (3) and (4d) we have 

CnA I y\v) = AnA I y\v), (Sa) 

with the eigenvalue 

1 1 
An =-LVi(Vi -l)--LJli(Jli -1) 

2 i 2 i 

1 1 
=-LVi(Vi -l)--L(V/ -V/+I)/(l-l) 

2 i 2 / 

(5b) 

From Eq. (2a) we know that the eigenvalues An of Cn 
only depend on the irrep label (v). Therefore Eq. (Sa) is equi
valent to 
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C I ylvJ) = A I ylvl) n I n I , 

where Y\VI stands for any Young tableau of the irrep (v). 

III. DERIVATION OF THE YAMANOUCHI MATRIX 
ELEMENT 

(Sc) 

In Ref. 1 it was proved that a Yamanouchi basis vector 
of the permutation group SIn) is the simultaneous eigenvec
tor ofthe (n - 1) two-cycle operators Cn, Cn _ I '''. and C2, 

and we can use the eigenvalues (AnAn _ I .. ·,12) of these opera
tors to label a Yamanouchi basis vector, denoted as 

1,1 ) = IAnAn - I .. ·,12)' 

From the relations 

[In - I,n),Cn _ I] #0, (6a) 

[In - l,n),Cf ] = ° forf = n,n - 2,n - 3, ... ,2, (6b) 

we know that the permutation (n - l,n) has nonzero matrix 
elements only between the vectors lAnA ~ __ I An _ 2 .. ,12) and 
IAnAn _ I An _ 2 .. ·,12)' i.e., 

(A ~A ~ _ I A ~ _ 2 ... ,1 ; I(n - I,n)IAnAn _ I An _ 2 .. ·,12) 

=constDA;,A"DA;, ,A" , ... DA;A,· (7) 

The following identity relations are easily established: 
n -- 1 

Cn = Cn - I + I (i,n), 
i= 1 

n - 2 

I (i,n - 1) = Cn - I - Cn - 2' 
i= I 

n-2 

(8a) 

(8b) 

Cn = Cn _ I + (n - l,n) I (i,n - l)(n - l,n) + (n - I,n). 
i= I 

(8c) 
Using Eqs. (8b) and (ba), Eq. (8c) becomes 

C" = C" _ I - C" _ 2 

+ (n - l,n)Cn _ I (n - I,n) + (n - I,n). (9a) 

Written in a more elegant form, Eq. (9a) becomes 

[C" _ I ,In - l,n)] + = (C" + C" _ 2)(n - l,n) - 1, (9b) 

where [A,B]+ =AB+BA. 
Inserting Eq.(9b) between the two Yamanouchi basis 

vectors 1,1 ') and 1,1 ), and using Eqs. (Sc) and (7), we obtain 

(A ~A ~ _ 1"',1 ; I(n - l,n)IAnAn _ I .. ·,12) 

= 1l-1D D .. ·D 
A ;,..1." A;, 2..1../1 2 A ~A2 ' 

(10) 

From Eq. (10) we obtain the diagonal matrix element of 
the permutation (n - I,n) 

(AnAn _ I ... A21(n - l,n)IAnAn _ I .. ·,12) = u- 1
, 

u=An -2An __ 1 +,1" __ 2' 

as well as the off-diagonal matrix elements 

(AnA ~ _ I ... A2 1(n - l,n)IAnAn _ 1 .. ·,12) 

= {O for 1l#0, 
b for Il = 0, 

where the coefficient b is to be determined. 

(1Ia) 

(llb) 

(12) 

Before determining the constant b, we first examine the 
conditions under which the permutation (n - l,n) has non
zero off-diagonal matrix elements. 
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Let y,t. and YA be the two Young tableaux correspond
ing to the basis vectors 1,1" A ~ _ I An _ 2 .. ·,12) and 
IAnAn _ I An _ 2 .. ·,12)' which differ only in the second quan
tum numbers. Clearly, YA · and YA must have the same 
Young diagrams (v) and (v") for the numbers (1,2, ... ,n) and 
(1,2,,,.,n - 2), respectively. If the numbers nand n - 10ccu
py the same row or column of the Young tableau YA , the 
aforesaid condition implies that YA · and YA must be identi
cal; otherwise stated, (n - l,n) does not have nonzero off
diagonal matrix elements between any two vectors 1,1 ') and 
1,1 ) if one of them is symmetric or antisymmetric in the in
dices n - 1 and n. On the other hand, if nand n - 1 are not 
in the same row or column of YA , then the above condition 
means that YA • and YA differ only in the interchange of the 
positions of nand n - L 

All taken together, only when nand n - 1 are not in the 
same row or column of a Young tableau YA , and also only for 
a unique Young tableau YA • = (n - l,n) YA , does the off-di
agonal matrix element (A 'I(n - I,n)IA ) differ from zero. 

According to the identity (n - l,nf = 1, and the above 
discussion, we immediately have 

(A I(n - l,n)IA )2 + (A I(n - l,n)IA ') 

X (A 'I(n - l,n)IA) = L (13) 

Consequently, the constant b is determined by the equation 

Ib 12 = 1 - l/~. (14a) 

Under the Yamanouchi phase convention, we have 

(14b) 

Finally, we show that the constant u defined by Eq. 
(11 b) is exactly the axial distance from n to n - 1 in the 
Young tableau Y,.\ . 

Suppose the row numbers of the indices nand n - 1 in 
the Young tableau YA are 1 and 1', respectively. It follows 
from Eqs. (lIb) and (Sb) that 

U= H(ft + ft·) - 2(ft_l + ft·) + (ft-I + ft'-I)] 
= Wft - ft- I) - (ft· -ft· - 1)]' (IS) 

where 
ft = vdv, - 2/). 

Therefore 
u=(v,-/)-(v,. -I'). (16) 

Equation (16) is precisely the expression for the axial dis
tance given in Ref. 8. 
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Many physical and engineering problems lead to the study of the qualitative and geometric 
properties of differential equations and their solutions as a function of exogeneous parameters. 
The theory of deformation of geometric structures and pseudo groups initiated by K. Kodaira and 
D. C. Spencer deals with the common mathematical structure underlying these problems. This 
series of papers will adapt the work in the pure mathematics literature to the needs of the 
applications, with the emphasis on the theory of deformations of Pfaffian systems. The applied 
area to be emphasized in this first part is the theory of nonlinear input-output systems. I will also 
present the abstract algebraic structure which seems to underlie the theory of Pfaffian systems, 
which I call Cartan-Vessiotfiltrations of Lie algebras. 

PACS numbers: 02.30.Hq, 02.20.Sv, 02.40. + m 

1. INTRODUCTION 

Many problems of science and engineering involve dif
ferential equations depending on parameters. The name bi
furcation or perturbation theory is often given to this subject. 
It has been extensively studied from both a geometric 1 and 
analytic2 point of view. My aim here is to study it from the 
point of view of the Kodaira-Spencer theory of deforma
tions of geometric structures.3 Thus, I hope to develop the 
"applied" aspects of the Kodaira-Spencer deformation the
ory. 

Let us illustrate with a traditional example of a singular 
perturbation. Consider a typical singular perturbation prob
lem of mathematical physics, e.g., an ordinary nonlinear dif
ferential equation 

d
2
x (dx) 

E dt 2 = f x, dt ' (1.1) 

depending on a parameter E#O. Introduce the space ofvar
iables: 

Z= I(x,x',t)} 

[the space of I-jets J I(R,R) of mappings R ---+ R]. 
Introduce the following I-differential forms on Z: 
() = dx - x' dt, (1.2) 

w. = E dx' - f(x,x') dt. (1.3) 

For fixed E#O, let If. be the exterior differential sys-
tem4 generated by () and WE' i.e., the smallest algebraic ideal 
in the Grassmann algebra ~ (M) of smooth differential 
forms on Z which contains () and w. and is closed under the 
exterior derivative operation d. We can then regard a solu
tion of (2.1) as a map 

0': R-+Z 

such that the following conditions are satisfied: 

O'*(If.) = 0, (1.4) 

O'*(dt )#0. (1.5) 

-I Supported by Ames Research Center (NASA), Grant NSG-2402; U. S. 
Army Research Office, Contract #ILI61102RH57'()2 MATH; NSF 
MCS8003227. 

Let :robe the exterior differential system generated by 
the following I-forms: 

() = dx - x' dt, (1.6) 

Wo = f(x,x') dt . (1.7) 

Let If b be the exterior differential system generated by 
the following I-forms: 

() = dx - x' dt, wb = dt. (1.8) 
Finally, let If;; be the system generated by the following 

I-forms: 

() = dx - x' dr, w;; = f(x,x'). (1.9) 

We see that If 0 is decomposable, in the obvious sense, 
into If b and If;;. Further, as E ---+ 0, If E goes over perfectly 
smoothly [as an ideal in the Grassmann algebra ~ (Z )] to :r o' 

Theorem 1.1: For E#O, :r. is locally equivalent to the 
exterior differential system :r generated by the following 1-
forms: 

e = dx - x' dt, w" = dx'. (1.10) 
Proof "Local equivalence" means that each point Po of 

M has a neighborhood U and a diffeomorphism 

¢.: U-+U 

such that 

(1.11) 

To see how such a ¢. may be found, it is most convenient to 
construct the dual vector field system [i.e., Y(Z )-submodule 
of Y(Z )] dual to the exterior systems :r. and :r. Construct 
the following vector fields: 

V=~+x,~, (1.12) 
at ax 

a ,a -1,/ a v =-+x -+E -. 
• at ax ax' 

Then, 

I&'(V) = 0 = I&' .(V'). 

Now, there are (locally) diffeomorphisms 

¢: U---+M, 

(1.13) 

(1.14) 
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where U is an open subset of M, such that 

tP.(V) = VE • 

Because of relations (2.14), it is readily seen that tP carries 1f E 

into 1f, i.e., tP establishes the equivalence of 1f E' for E"/= 0, 
with the "canonical form" system 1f. 

We can now see what this means from the deformation
of-exterior differential system point of view: 

E-1fE 

is a family of exterior differential systems, which vary in a 
perfectly smooth way with E. For EI ,E2"/=0, 1f E, and 1f E2 are 
locally equivalent. However, at E = 0 a singularity occurs: 
The system becomes decomposable. This situation is, from 
the general deformation-theoretic point of view reminiscent 
of the Inonu-Wigner "contraction~of-Lie-algebras" phe
nomenon,5 namely: 

A family E -:? E of Lie algebras which are all isomor
phic for E"/=O, but with a change in algebraic structure 
at E = O. 
Let us now consider another traditional problem of 

mathematical physics which leads naturally to a deforma
tion of a Pfaffian systems problem. 

2. POINCARE LINEARIZATION OF VECTOR FIELDS 
WITH ZERO POINTS 

Let 

dx 
-= fIx), XER n, 
dt 

(2.1) 

be a nonlinear ordinary differential equation such that 

f(O) =0. (2.2) 

Suppose also that x - f(x) is a real analytic map of a neigh
borhood V of an R n into R n. 

Poincare introduced the technique of linearization for 
studying Eq. (2.2). He asked for conditions that there should 
exist analytic diffeomorphisms 

tP: V - V, tP (0) = 0 

of a neighborhood U of zero in R n such that tP carries the 
differential equation (2.1) over to a linear differential equa
tion 

dx 
-=Ax, 
dt 

(2.3) 

where A is an n X n matrix. His work has been extended in 
many directions in modern times, especially by Sternberg6 

and Chen.7 
Poincare's problem can be considered as a deformation

of-exterior-differential systems problem. Let Z be R n XR, 
the space of all pairs (x,t ), x ERn, t E R. Consider the 1-
forms 

dx - fdt 

and the exterior differential system ~ they generate. [Since 
we are using vectorial notation, i.e., x = (xl, ... ,xn), there are 
n such forms.] The solutions of (2.1) are then the one-dimen
sional integral submanifolds of ~ such that 

dt "1=0. 
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For each E"/=O, let 

tPE: Z-Z 

be the maps defined as follows: 

tPE(X,t) = (Ex,t). 

Then, 

tP :(dx - f dt ) = E dx - flEX) dt. 
Let ~ E be the exterior differential system generated by the 1-
forms 

dx - E-If(EX) dt. (2.4) 

Then, we see that 

(2.5) 

Now, using the crucial hypothesis (2.2), we see that the 
deformation E - ~ E is smooth also at E = O. If the Taylor 
expansion off at x = 0 is 

fIx) = Ax + AzX2 + "', 
then ~ 0 is generated by the following I-forms: 

dx - Ax dt. (2.6) 

Linearization of (2.1), in the sense of Poincare, means show
ing that the family 

E-1fE 

of exterior systems is equivalent, within the group of all dif
feomorphisms of R n which leave the origin fixed, to the con
stant family of systems 

E-~o' 

In Refs. 8 and 9, I have shown how the Poincare prob
lem can be generalized (in one direction) and related to Lie 
algebra cohomology. In one such generalized case, Guillemin 
and Sternberg lO have shown how the problem of lineariza
tion can be carried through in terms of convergent power 
series. Gel'fand and Fuks II have shown how certain of rel
evant Lie algebra cohomology groups can be computed in 
geometric terms. In a later paper in this series I plan to gath
er together this information to see what can be said in general 
about linearization of completely integrable (in the sense of 
Frobenius) systems. Rather than go immediately in this di
rection of generalizations, I will study the relation to the 
theory of nonlinear input-output systems. 

Let us turn now to another example of interest and im
portance in control-system theory. 12,13 

3. DEFORMATION AND LINEARIZATION OF INPUT
OUTPUT SYSTEMS 

We can now generalize the problem of linearization of a 
single differential equation (2.1) by considering inputs and 
outputs. Consider a set of differential equations of the follow
ing form: 

dx - = f(x,u), y = g(x), 
dt 

xER n, U ER m, YERP. 

In engineering terms, (3.1) leads to a "black box" 

Robert Hermann 

(3.1) 

(3.2) 
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which accepts t ~ u(t ), a curve inR m, as input and calculates 
a curve t ~ y(t ) in R P as output. The output is then a solution 
of a time-dependent ordinary differential equation: 

dx dt = f(x(t ),u(t)) y = g(x(t I)· (3.3) 

Another way (3.1) might appear in engineering applica-
tions is via "feedback" or "control" laws 

x~u(x), (3.4) 

which are maps: R n ~ R m. Given (3.4), the output t ~ y(t) 

is found by solving the time-independent ordinary differen
tial equations 

dx dt = f(x,u(x)), (3.5) 

with 

y= g(x(t)). 

Whatever the physical or engineering interrelation, a 
Pfaffian system constructed from (3.1 )13-15 plays a basic role. 
Let 

Z = space of(x,u,y,t)=R nXR mXRPXR. (3.6) 

Construct on Z the exterior differential system, generated by 
the following set of n I-forms and pO-forms: 

0= dx - f(x,u) dt, h = y - g. (3.7) 

The solution curves 

t ~ (x(t ),u(t ), y(t ),t ) (3.8) 

of'C clearly correspond to the input-output relations (3.2)
(3.3). 

One can now construct various pseudogroups on Z 
which, acting on 'C, transform it into an 'C' arising from 
another input-output system. In this way, one obtains pseu
dogroups acting on space of systems. Precisely as we did in 
Sec. 2 for the single differential equation (2.1), we can then 
consider various deformation-equivalence problems. 

Among the systems of type (3.3), the linear ones playa 
distinguished role, just as the linear differential equations 
playa distinguished role among the general class of differen
tial equations of form (2.1). They are of the following form: 

dx 
-=Ax-Bu y=Cx, 
dt ' 

(3.9) 

where A is an n Xn matrix, B an n Xm matrix, C apXn 
matrix. The theory of this special class of systems is, of 
course, the most highly developed, and criteria for a nonlin
ear system ofform (3.1) to be equivalent to a linear one of 
form (3.9) [in the sense that their associated exterior differen
tial systems (3.9) are equivalent 16. 17] would be very impor
tant from both a practical and theoretical point of view. Such 
criteria have been under extensive development in the sys
tem theory literature. ,s-39 In Ref. 39 I have shown that suffi
cient conditions for linearization (and associated "canonical 
forms") could be obtained, in some simple cases, after 
changes of notation, from classical work of Goursat. 17 

In order to proceed as we did in Sec. 2, let us first notice 
that the set of exterior differential systems of the form 

dx - (Ax + Bu) dt, Y - Cx (3.10) 
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admits a dilation group 

ifJE: (x,u, y,t) ~ (€X,€U,€y,t) for € E R - (0). (3.11) 

Let us then let this dilation group act on the exterior 
differential system associated by (3.9) with the general in
put-output system (3.1). 

ifJ :(0) = € dx - f(€x,€u) dt, 

(3.12) 

ifJ *(h ) = €y - g(€x). 

ifJ :('C) is then generated by the I-forms and O-forms 

dx - €-'f(€x,€u) dt, y - €-lg(€X). (3.13) 

Theorem 3.1: Suppose that 

(x,u) ~ f(x,u), x ~ g(x) 

are C 00 (real analytic) maps defined in some neighborhood of 
o in R n XR m and R n. Suppose that the following condition 
is satisfied: 

f(O,O) = 0, g(O) = o. (3.14) 

Then, the exterior differential system ifJ :('C) (defined in 
some neighborhood of 0 in R n X R m X R P) depends in a C 00 

(real analytic) way on € at € = O. In other words € ~ 'C l's a , E 

smooth deformation (or family) of exterior differential sys
tems about€ = O. The system 'C ois linear in the form (3.9), so 
that local "triviality" of the deformation € ~ 'C about 

E 

€ = 0 implies linearization of the system (3.11) in the sense 
meant in system theory. 19.22 

Proof The proof uses only calculus. The maps 

(€,x,u) ~ €-1(€x,€u), 

(€,X, y) ~ Y - €-lg(€X) 

are smooth (i.e., C 00 or real analytic) locally about the point 0 
if and only if conditions (3.14) are satisfied. 

Remark: It is noteworthy that the condition (3.14) also 
appears naturally in the work in the system theory literature 
on linearization by feedback. 

Having seen that linearization of nonlinear systems 
can, just as for the Poincare problem and the generalization 
developed in Refs. 8 and 9, be interpreted as a deformation
theory-of-Pfaffian systems, I will now turn to develop some 
general geometric insights into deformation theory. 

4. THE INTUITIVE GEOMETRIC AND LIE THEORETIC 
VIEWPOINT IN THE GENERAL THEORY OF 
DEFORMATIONS AND BIFURCATIONS 

We will now give an overview of certain features of de
formation theory as it has evolved from the work of Kodaira 
and Spencer,3 Kuranishi, Frohlicher, Nijenhuis and Ri
chardson40

, Gerstenhaber, Richardson,41 Guillemin and 
Sternberg42 and myself.43 We shall discuss "submanifolds," 
"maps," "groups," and "Lie algebras of groups" without 
being precise about their dimensionability and/or degree of 
smoothness. 

Some of these ideas can be discussed more precisely 
and/or rigorously in terms of the theory of categories and 
sheaves and the theory of analysis and geometry on infinite
dimensional manifolds, but I will not go into this here, at 
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least in this first paper. 
Let M be a manifold (possibly infinite-dimensional), 

with p denoting a typical point of M, G a group, 

(g,p)_gp, GXM-M 

a transformation group action of G on M. This action defines 
an equivalence relation on M: 

p is equivalent to p' if and only if there is agE G such 
that 

p'= gpo (4.1) 

The equivalence classes of M by this relation are called or
bits. The set of equivalence classes is called the orbit space (or 
quotient space), denoted as 

G\M. (4.2) 

The map 

1T: M_G\M, (4.3) 

which assigns to p EM the orbit to which it belongs is called 
the projection map. 

The manifold structure will assign to each point,p EM, 
a real vector space, Mp called the tangent space to Mat p. For 
each g E G, the map 

g: M_M, p_gp (4.4) 

will have a differential which will be a linear map 

g.: Mp _Mgp. 

The collection of pairs 

(p,v), pEM, vEMp' 

will form a new manifold 

T(M), 

(4.5) 

(4.6) 

called the tangent bundle. The map (4.5) defines a transfor
mation group action 

G X T(M) - T(M) (4.7) 

of G on T (M) called the tangent vector prolongation 0/ the 
given action. 

Consider an orbit 

N=Gp (4.8) 

of G. Suppose it is a submanifold of M. For pEN its tangent 
space Np will be a linear subspace of Mp. 

Set 

G p = I g E G: gp = pI· (4.9) 

G p is a subgroup of G. Form the coset space G /G p. The map 

g-gp (4.10) 

identifies G /GP with N. 
GP is called the isotropy subgroup o/Gatp. For g E GP, 

the map g. maps Np into itself; hence the assignment 
g - g. defines a linear representation of G p on Np ' called 
the linear isotropy group. 

The quotient vector space 

Mp/Np==.N! (4.11) 

is called the normal vector space to the submanifold N. The 
set of ordered pairs 

(P,v), pEN, v EN!, (4.12) 
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is called the normal vector bundle to N, denoted as 

N 1
• (4.13) 

The linear action 

g-¢J., gEGP, 
g 

passes to the quotient to define a linear representation 

G p _ (linear maps N! _ N!). (4.14) 

This linear representation plays a basic role in determining 
the geometric structure of the orbit space 

G\M. (4.15) 

In fact, notice that the assignment 

p-N! 

defines a generalized tangent vector bundle to the orbit space 
(4.14). Only rarely is this orbit space a "manifold," in the 
usual sense. Some notion of "generalized manifold" must be 
used. In the Ehresmann theory,44 which I am basically fol
lowing, this is done by using the "pseudogroup" idea, just as 
an ordinary manifold is the coset space of its group of diffeo
morphisms, so a "generalized manifold" is some sort of 
"generalized coset space" associated with a "pseudogroup." 

We can now state some general aims of deformation 
theory: 

(1) Compute and/or parametrize the orbit space G\M; 
(2) For each orbit N, compute and/or parametrize the 

normal vector space N! ; 
(3) Compute the action ofGP on N!. 

5. THE ACTION OF GROUPS OF DIFFEOMORPHISMS 
ON PFAFFIAN SYSTEMS 

Let us now specialize the general situation described in 
Sec. 4. Let Z be a finite-dimensional, C "" paracompact mani
fold. Let Y(Z) denote the commutative associative ring, un
der pointwise multiplication of C "" , real-valued functions on 
Z. Let fiJ I(Z) denote C "", I-differential forms on Z. They 
form a module over Y(Z). 

Definition: A P/affian system 9 on Z is defined to be a 
free submodule of fiJ I(Z). The rank of the module is called 
the rank of the Pfaffian system. 

Let M (m) be the space of all Pfaffian systems of rank m. 
Let G be a group of C "" diffeomorphisms of Z, i.e., a trans
formation group on Z. 

Remark: Ultimately, we will need the generalization 
where Gis apseudogroup, in the sense of Ehresmann,44 and 
M (m) is replaced by the sheaf whose fiber over a given point 
is the space of germs of submodules of rank m, but for the 
sake of simplicity and comprehensibility for those who are 
not familiar with these elaborations of basic "calculus on 
manifolds" theory, I will keep to the simpler "global" nota
tion. 

The action of G on Z by diffeomorphisms defines a 
transformation group action of G on M (m) in the following 
way. For g E G, g* is an invertible R-linear map: 

g*: fiJ lIz) _ fiJ lIz). 

The inverse is, of course, just g-l*. 
If 9 is a Pfaffian system, note that 
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(5.1) 

is also. 
Definition: The transform of a 9 EM (m) by agE Gis 

the systemg- I *(9) given by formula (5.1). This defines a 
transformation group action 

(g,9)-g(9) g-I*(9), GXM(m)_M(m) 

ofGonM(m). 
From now on, we shall consider the integer m as con

stant and denote M (m) by M. We now regard M as a sort of 
infinite-dimensional manifold and attempt to describe the 
tangent and normal bundle to the orbit. 

Definition: Given 9 EM, the tangent space toM at the 
"point" 9 is the following vector space: 

Mp = Homy (z)(9,!Z1 I(Z)l9), (5.2) 

where Homy(z) ( , ) denotes the space of Y(Z )-linear ho
momorphisms between the indicated Y(Z )-modules. 

Remark: Notice that differential geometric objects 
(e.g., tensor fields) may be modules over various rings in non
trivial and geometrically important ways. Thus, if 

1T: Z_Y 

is a smooth mapping, multiplication by 1T*(Y( Y)) defines an 
Y( Y)-structure on the cross sections of vector bundles over 
Z. 

The tangent bundle T (M) to M is the space of ordered 
pairs 

(9,y), (5.3) 

where 9 is an element of M, i.e., a free submodule of !Z11(Z ) 
of rank m and y is an Y(Z )-linear homomorphism from the 
module 9 to the quotient module !Z11(Z)l9 . 

The action of the group G of diffeomorphisms on Z on 
T(M) is then the natural linear action induced by g-l* for 
gEG. 

Let us suppose now that the G is generated by a Lie 
algebra f1 of vector fields on M. (f1 may be infinite-dimen
sional.) Thus, each V E f1 is an element of /v(Z), the Lie 
algebra derivation of Y(Z). These derivations extend to the 
Lie derivative operation on differential forms: 

B - .Y v(B). (5.4) 

The Lie derivative operation is not Y(Z )-linear; instead we 
have 

.Yv(ftJ)=V(f)B+I.Yv(B) for/EY(Z). (5.5) 

Thus. if we take 9 to be an Y(Z )-submodule of !Z11(Z), and 
define the mapping, for B E 9. 

a v(B )=.Y v(B ) projected modules 9 into !Z11(Z )19. 
(5.6) 

we obtain an Y(Z )-linear mapping 

a v: 9 _ !Z11(Z)/9. (5.7) 
In other words, 

a v E Homy (z)(9 .!Z1I(Z)I.9)=Mp. 

Now we can state a main result. 
Theorem 5.1: Let .9 be an element of M, i.e., a Pfaffian 

system of rank m. The linear space 

a v: VE f1 (5.8) 
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is the tangent space (G.9)g> to M at the point .9. 
We now tum to systems theory for application of these 

geometric ideas. 

6. ACTION OF THE FEEDBACK GROUP ON LINEAR 
SYSTEMS 

Let us look at the feedback equivalence problem for 
nonlinear input systems. say of the following form: 

dx l 
. 

- = P(x,u) dt, u = (uG
), (6.1) 

dt 

I <'i,j<,n, I <,a.b<,m. 

Let Z be the space of variables (xi.uG.t). i.e .• 

Z=RnXRmXR. (6.2) 
Consider the Pfaffian system on Z generated by the forms 

B i = dxi - Ii dt. (6.3) 

Denote such systems by a. a is then a free submodule of 
!Z11(Z) of rank n. i.e., a Plaffian system. Denote it by 

.9 (a). 

Let I denote the space of all systems defined in this way 
on the manifold Z. I is thus parametrized by the n-real
valued, COO functions 

11.···,ln 

onR nXR m. 

Weare interested in transforming the forms B i given by 
(6.3), and hence the Pfaffian system they generate, under the 
feedback group G: 

x-¢J(x) =x', 

u -1](x.u) = u'. 

The Lie algebra f1 of this group is the set of vector fields of 
the following form: 

(6.4) 

where ai(x) and tJi(x,u) are Coo functions of the indicated 
variables. 

Let us calculate the Lie derivatives 

==(adp _ a j aj' +/r ali) dt, mod .9 (a). 
ax' ax' aua 

Set 

WU=j'~. 
ax l 

(6.5) 

(6.6) 

Thus. W U is a parametrized vector field in the variables (Xi), 
with (u) as the parameter. Set 

i a A=a-., ax l 
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a vector field on the space of (Xi); 

B = pa~, (6.8) 
aua 

a family of vector fields on the space of the (ua
), parametrized 

by (x). Then, (6.5) can be written in a more coordinate-free 
way as follows: 

(6.9) 

where.!t' B(W) denotes the Lie derivative (in the variables u 
alone) of the Wby the vector field B. 

Now, the tangent space.Ia to the family of output sys
tems ofform (6.1) can be identified with a set 

(F l(x,u), ... ,Fn(x,u)) 

offunctions of(x,u). We can then state these geometric devel
opments in the following more concrete way. 

Theorem 6.1: Suppose that 

dxi 
. 

u:-= j'(x,u) (6.10) 
dt 

is an input system with state vector 

x = (Xi)ER n 

and control vector 

u = (Ui)ER m. 

Let € be a real parameter, O,€, 1, and let 

dx i 
. 

u E : - = !'(x,U;€) 
dt 

(6.11) 

be a family of systems depending mostly on the parameter €, 
and reducing to u at € = O. The tangent vector to the curve 
t --+ U E in.I is then represented by the functions 

i aji 
F (x,u) = - (x,u,O). a€ (6.12) 

Suppose that one can find functions (ai(x), 13 a(x,u)) such that 

aajj _ a j aj' +pa aj = Fi(x,u). (6.13) 
ax' ax} aua 

Then, one can find a one-parameter group 

t--+gl(€) = exp(€V) 

of feedback transformations acting on the space of systems.I 
such that the curve 

t --+ u! = gl( - €)uE (6.14) 

in the space of all systems has tangent vector zero at € = O. 
We can then consider (6.13) as a set of linear equations 

for the functions (ai, 13 i) ofthe variables (x,u). We can then 
iterate the procedure and ask for existence of a one-param
eter subgroup 

€--+gl(€) 

in G such that 

€--+ 0; = g2( - €)gl( - €)u
E (6.15) 

has first- and second-order tangent vectors equal to zero at 
€ = O. Continuing in this way, we may find "formal" expan
sions: 

(6.16) 
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whereuis a system which is independent of u. If uis a linear 
system, and if the formal expansions (6.16) can be made to 
converge, we obtain linearizations. Of course, in other 
works25.32 linearizations have been found by explicitly con
structing the feedback transformations by solving a linear 
partial differential equation, but the material in this section 
provides a "geometric" setting for these procedures, and 
possibly also a systematic way of algebracizing the various ad 
hoc procedures for finding asymptotic and/or approximat
ing expansions used in the applied mathematics and math
ematical physics literature. 

There is another reasonable way of proving the exis
tence of these linearizing maps rigorously: The use of one of 
the functional analysis implicit function theorems. 1.2 This 
involves choosing the notion of "smoothness" for the maps 
involved in construction of the infinite-dimensional mani
folds in such a way that these techniques can be applied. 
Working this out in nontrivial situations is a technology of 
its own, and I will not attempt to enter into it here. 

7. CARTAN-VESSIOT FILTRATIONS 

We have just seen that the problem of deformation/ 
bifurcationllinearization of nonlinear input systems can be 
put into a general setting of the theory of geometric struc
tures. I now want to develop an algebraic structure adapted 
to the study of Pfaffian systems and their deformations, ab
stracted out of Refs. 17 and 45-47. 

Recall first some terminology from linear algebra: Let 
Vbe a vector space. An ascending filtration on Vis a se
quence oflinear subspaces VO, V I, V 2

, ••• of V such that the 
following conditions are satisfied: 

(a) VOC ViC V 2 C "', (7.1) 

(7.2) 

Now, we postulate a Lie algebra structure for V; hence 
change notation V --+ (L ), and consider a relation between 
the subspaces of the filtration and the Lie algebra bracket 
[ , ]. 

Definition: LetL be a Lie algebra with bracket [ , ]. An 
ascending filtration 

L ° C L I C L 2C ... (7.3) 

of linear subspaces for L is said to define a Cartan-Vessiot 
filtration if the following conditions are satisfied: 

[U,U]CLHI forj=O,I,.... (7.4) 

Note that a linear subspace L ° of a Lie algebra ~ canon
ically defines a Lie algebra L, and an ascending Cartan-
Vessiot filtration, in the following way: 

L = smallest Lie subalgebra of ~ containing L 0, (7.5) 

L I=L ° + [L 0,L 0], (7.6) 

L2=(LI)1 

= L 1 + [L I,L I], (7.7) 
and so on. 

In differential geometry, this construction has appeared 
in the work of Goursat, Cartan, and VessiotI7.45.47 on Pfaf
fian systems. Let Z be a finite-dimensional, C "" , paracom-
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pact manifold, 

f1 = r(Z) 

= Coo, real-valued vector fields. 

f1 is also a Y(Z I-module. Suppose 

LOis an Y(Z )-submodule of r(Z). 

Its annihilator 

.9(LO) = {OEfi1I(Z): O(LO)=OJ (7.8) 

in fi11 (M) defines a Pfaffian system on Z. The L I C L 2 C ... 
defined by (7.5)-(7.7) automatically are also Y(Z )-submo
dules of r(Z ). They are called the derived Pfaffian systems of 
r(Z). 

8. THE STRUCTURE TENSORS ASSOCIATED WITH 
CARTAN-VESSIOT FILTRATIONS 

Let us return to the general algebraic study of a Cartan
Vessiot filtered Lie algebra: 

LOCL I CL 2C···CL, (8.1) 

[Lj,U] C U+ I, j = 0,1, .... (8.2) 

Define skew-symmetric bilinear maps 

"/ Lj ALj -+Lj+ IILj, j = 0,1, "', 

as follows: 

(8.3) 

1"j(A I.A2) = [A I.A2], modLj+1 forAI.A2ELj. (8.4) 

The sequence 

is called the bilinear structure tensor associated with the fil
tration. 

One can also define multilinear structure tensors: 

ri=LoX ... XLj+2-+Lj+ IILj (8.5) 

as follows: 

1"°(A I.A2) 1"0(A I.A2) 

_[A 1.A2], modL 0, 

= Ao(A I)(A2), modL 0, forA 1.A2 E L °.(8.6) 

Then 

ri(A I.A2, ... .Aj+2) = Ad(AI)Ad(A2) ... Ad(Aj+2)' mod Lj, 
(8.7) 

j=0,1,2,···, A I.A2, ... .Aj +2 ELo. 

As indicated in Ref. 39, these multilinear maps (which, 
as we shall see in the next section, have a "tensorial" charac
ter in the geometrically relevant cases) are the basic invar
iants for the equivalence problem, in the sense of Lie and 
Cartan. 

Remark: If this process is specialized to the Pfaffian 
system associated with linear input systems, one obtains the 
Brunovsky feedback invariants for linear input systems. 26 

9. CARTAN-VESSIOT FILTRATION WITH A MODULE 
STRUCTURE 

So far, we have been dealing with vector spaces over a 
field of scalars and with Lie algebra structures defined over 
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these fields, i.e., the following rules are satisfied: 

[aA I.A2] = a[AI.A2] 

= [A I ,aA2], (9.1) 

for A I' A2 E L, a E scalar field. 

In differential geometry, one encounters generaliza
tions of (9.1), where "a" is an element of a ring (possibly even 
noncommutative), which acts on the Lie algebra L, to make 
L an sf -module. I will now briefly indicate how such a struc
ture can be introduced in a way compatible with the Lie 
algebra structure and filtrations introduced previously. 

I will also briefly indicate how this can be used "geome
trically," in terms of vector bundles on manifolds. 

Definition: Let L be a Lie algebra, and let sf be a ring, 
i.e., sf has a multiplication 

(a l ,a2) -+ ala2, 

which is associative, but not necessarily commutative. Sup
pose that L is a Lie algebra and a (left) sf -module, i.e., there 
is a bilinear map 

(a.A) -+aA 

of 

sfXL-+L 

such that 

al(a~) = (a la2)A fora l ,a2 E sf, A EL. (9.2) 

Then, the sf-module and Lie algebra structure on L are 
compatible if the following conditions are satisfied: 

For a E sf, A 1.A2 E L, [A,aA 2] - alA 1.A2] lies in the 
smallest sf-submoduleofL containing A I andA2. (9.3) 

We can utilize these properties in the following way: 
Theorem 9.1: Let L be a Lie algebra with an sf -module 

structure compatible with the Lie algebra structure, in the 
sense above, and let 

LOCLIC··· (9.4) 

be a Cartan-Vessiot filtration of L with the following addi
tional property: 

Each Lj,j = 0,1,.··, is an sf-submodule of L, i.e., 

aU C Lj for a E sf. (9.5) 

Then the structure tensor mapping: 

1"j: LjxLj-+Lj+1 

is an sf -bilinear mapping, i.e., 

1"j(aIAI,a~2) = ala21"j(AI.A2) 

fora l ,a2 Esf, AI.A2ELj' j=O,I,.··. (9.6) 

Proof This is an obvious consequence of condition (9.3). 
Remark: Theorem 9.1 is "trivial," i.e., is an immediate 

consequence of the "axioms" used to define the object it 
deals with. However, it has important geometric conse
quences, proving the tensorial nature of various integrability 
terms encountered in differential geometry. Specialize L and 
sf as follows: 

sf is the commutative associative algebra of Coo, real
valued functions on a manifold Z. 
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L is the Lie algebra and d -module of C ao vector fields 
onZ. 

L 0 C L • C··· is a Cartan-Vessiot filtration, such that 
each Ljis a locally freesubmodule ofL, i.e., Lj can be identi
fied with the C ao cross sections of a nonsingular vector bun
dle Ej on Z. Then, the structure maps Tj are generated by 
bilinear, skew-symmetric bundle maps: 

EjXEj -.Ej . 

I will not do so here, but will turn to a sketch of a defor
mation theory of Cartan-Vessiot filtrations. 

10. THE DEFORMATION THEORY OF CARTAN
VESSIOT FILTRATIONS OF LIE ALGEBRAS 

Deformation theory has been applied successfully to 
both geometric and algebraic structures. Having isolated an 
algebraic structure involved in the Cartan-Vessiot work, it 
would be interesting to apply algebraic deformation theory 
to it. I will not attempt that ambitious program here, but will 
sketch a deformation theory of the Cartan-Vessiot structure 
(which is a fundamental one for system theory!) along the 
lines of the standard Lie algebra deformation and equiv
alence theory. Let L be a Lie algebra, d a commutative ring. 
Suppose L has ad-module structure which is compatible 
with the Lie algebra structure. 

In this section we shall deal with Cartan-Vessiot filtra-
tions 

L O eLI C··· C L, 

satisfying the following condition: 

(10.1) 

Each L j is a free d -module of rank nj • L is a free d-
moduleofrankn, nO,n l ,n2 , ••• 'n. (10.2) 

Consider the integers no,n I' ••• as fixed, and let rbe the set of 
Cartan-Vessiot filtrations satisfying these conditions. 

Let G be a group, with a representation 

(g,a) -. ga, (g,A) -.gA 

by G on d and L such that for each g E G: 

a -. ga is a ring isomorphism, 

A -. gA is a Lie algebra isomorphism, 

g(aA ) = g(a) g(A ). (10.3) 

Each g E G then sends such a Cartan-Vessiot filtration 
L 0 eLI C ... into another one 

gIL 0) C gIL I) C .... 

We thus have a transformation group action of G on r. As in 
other deformation theories, our goal is to parametrize the 
orbits of G acting on r and the orbit space G \r. As we have 
seen earlier, the first step is to identify the tangent and nor
mal space to each orbit. 

Suppose then that 

yo=(Lg CL~ C···) (10.4) 

is an element of r. Suppose that 

t -. a(t), O,t, I, 

is a one-parameter family of linear maps. L -. L such that 

a(t )(aA ) = aa(t)(A ) (10.5) 
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fora E d, A EL, 

i.e., each a(t ) is d -linear, 

or 

Set 

a(O) = identity map, (10.6) 

[a(t)L~,a(t)L~] Ca(t)L~ forj=0,1,2, ... , (10.7) 

a(t)-I[a(t)L~,a(t)L~] CL~+I (10.8) 

forj = 0,1,2,.·· . 

(10.9) 

Differentiate both sides of (10.8) with respect to t, and set 
t=O: 

-P([A I,A2]) + [P(A I),A2] + [A I'p(A2)] EL~+ I (10.10) 

forAI,A2EL~. 

For each integerj, let 

Pj: L~ -.L~+ I/L~ (10.11) 

be the map which results from applyingp to L ~, then reduc
ing modulo L~. We can then apply this to (10.10), obtaining 
the following result. 

Theorem 10.1: The maps Pj indicated in (10.11) (which 
algebraically are maps of the "filtered" to a "graded" struc
ture) satisfy the following cocyclelike condition: 

-Pj+I([A I,A2]) + [Pj (A.),A2] + [A • .Pj (A 2)] =0 (10.12) 

for AI,A2 E L~, j = 0,1,2, .... 

Thus, r Yo' the tangent space to the set of Cartan-Vessiot 
structures with given indices (no,n., ... ) can be considered to 
be the vector space of the maps (f30'p., ... ) satisfying (10.12). 

We can now describe the tangent space (Gyo)yo to the 
orbit Gyo of the group G. 

Theorem 10.2: Let the Lie algebra f§ of G act on L via 
Lie derivative 

d 
P(A) = dt exp(tB)(A lI,=o (10.13) 

for B E f§. 

Then the tangent space (Gyo)yo to the orbit (Gyo) for the 
group G is the space of such (f3j) such that 

Pj(A)=B(A) forAEL~, (10.14) 

where B is an element (independent of j) of the Lie algebra 
f§. 

11. CLOSING REMARKS 

Just as in the Kodaira-Spencer theory,3 we have de
duced an algebraic substructure to the problem of deforma
tion of the sort of geometric structures involved in the defor
mation-equivalence theory of Pfaffian systems. The 
"first-order obstructions," i.e., the normal vector space to 
the orbits of the equivalence group, are then computable in 
algebraic terms. In certain cases, these obstructions can be 
related to the Gel'fand-Fuks cohomology groups, II or com
puted by generalizations of their technique. 

In this first paper, I have indicated how some of the 
linearization problems of nonlinear control-system theory 
fit into this general framework. 
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physics. These include the sine-Gordon and nonlinear Schr6dinger equations. 
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The isospectral problem plays a central role in the ap
plication of inverse scattering theory to nonlinear evolution 
equations (see, for instance, Ref. 1) and originates in the 
pioneering discovery of Gardner et al.2 that the spectrum of 
the linear operator L (t ) associated to the (nonlinear) 
Korteweg-de Vries (KdV) equation is independent of time t. 
In this case, L (t ) is a family (parametrized by t ) of self-adjoint 
operators ofSchr6dinger type, and this invariance-referred 
to as the "isospectral property" of the (nonlinear) flow-is 
proved through construction of a family U (t ) of unitary oper
ators such that 

U(t)L(t)U(t)-1 =L(O). (1) 

The above-mentioned construction proceeds as follows. One 
proves that there exist operators M (t ) such that, for the mo
ment, formally, 

dL(t) = [M(t),L(t)]. 
dt 

(2) 

This is sometimes abbreviated by saying that (L, M 1 form a 
"Lax pair," because Lax proved in his fundamental paper3 
that (2) is in fact equivalent to the KdV equation (for the 
corresponding choices of Land M). 

From (2), M is seen to be necessarily (formally) skew
adjoint: in fact, (1) and (2) are equivalent, with 

M(t) = - U(t)-I dU(t). (3) 
dt 

For a large class of evolution equations, however, L is not 
self-adjoint. This occurs with the generalization by Ablowitz 
et al.4 of the Zakharov-Shabat5 systems, which include the 
sine-Gordon and nonlinear Schr6dinger equations. In Ref. 4 
the isospectral property for a class of L (t) was assumed and 
the consistency equations derived under this assumption 
were shown to be equivalent to a large class of evolution 
equations. This is consistent with, but does not prove, the 
isospectral property for the operators involved, because at 
least one component of the pair (usually M) depends parame
trically on the eigenvalue. Fortunately, there exist "true" 
Lax pairs for many evolution equations considered in Ref. 4, 
that is, with both L (t) andM(t) independent oftheeigenva
lue. For the sine-Gordon equation they were constructed in 

8) Supported in part by F APESP-Siio Paulo, Brazil. 
b) Supported in part by Conselho Nacional de Desenvolvimento Cientifico e 

Tecnol6gico-CNPq. 

Ref. 6, and for the nonlinear Schr6dinger equation, in Ref. 5. 
Such treatments seem, at the moment, indispensable for a 
rigorous mathematical treatment of the application of in
verse scattering theory to these equations. In these cases, 
however, L (t) remains not self-adjoint, and M (t) not skew
adjoint, so that the isospectral property must be proven dif
ferently. We consider here a theorem on the invariance of the 
discrete spectrum, which is enough for applications. Invar
iance of the whole spectrum follows from general properties 
of the family L (t): this problem will be studied elsewhere. 7 

Finally, we remark that there exists, as yet, no general 
method to find Lax pairs: see, however, Ref. 8, where a meth
od is developed for a class of evolution equations. It is, how
ever, an open problem to find such pairs for several nonlinear 
equations of physical relevance, such as the Maxwell-Bloch 
equations of self-induced transparency,9 but we believe the 
structure described below [Eqs. (4)-(6)] to be applicable to a 
wide class of nonlinear equations. 

We conclude this introduction with two remarks of 
general nature concerning Lax pairs. First, it has recently 
been proven that for Hamiltonian systems, the dynamical 
equations may always be written in the special Lax form 10 

(2). Second, Eq. (2) is of great importance in the general the
ory of completely integrable systems, allowing a unified deri
vation of conservation laws (see, e.g., Ref. 11 for a nice re
view). Using our results, the latter method yields a rigorous 
derivation of conservation laws for the sine-Gordon and 
nonlinear Schr6dinger equations. 

In this paper, we shall deal with "small perturbations of 
self-adjointness (and skew-adjointness)" in the following 
sense. We shall be working in a fixed Banach space X, and 
denote by D (A ) and (T d (A ) the domain and the discrete spec
trum (i.e., the set of isolated eigenvalues of finite multiplicity) 
of an operator A onx' TheoperatorsL (t )andM(t ) forming a 
Lax pair will be assumed throughout to have the form 

L(t)=LI +L2(t), 

M(t) =MI +M2(t), 

where LI is self-adjoint on D (LI)' MI is skew-adjoint on 

(4) 

(5) 

D (Mtl,andL2(t )andM2(t ),are, foreacht E JR.,boundedoper
ators on X. We further assume that 

(6) 

To simplify proofs, and because it holds in the examples 
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we shall consider, we finally assume that 

D (Mtl~D (Lt!. (7) 

[HenceD(LIMI) =D(LdMI + ;)-I(MI + ;)Mtl;;;?D(Mi) 
nD (Mt! by (6), where; E R,; #0.] Proofs may, however, be 
modified if (7) does not hold, yielding similar results. 

We now describe briefly the strategy of the proof, which 
is very simple. Let so E O'd(L (0)). Under certain assumptions, 
the isolated eigenvalues of L (0) are simple.7 Let Uo be the 
associated eigenvector, and suppose 

(8) 

For each t E R, define the vector 

(9) 

where uo(t ) is the (hopefully) unique solution of the initial
value problem 

du(t) = M(t )u(t), (0) D (M ) u = UoE I' 
dt 

Then by (2), we have, formally, 

df(t) = M (t )f(t), flO) = O. 
dt 

By uniqueness,f(t) = 0 V t E R, and hence 
O'd(L (O))~O'd(L (t)). 

Reversing the arguments, 0' d (L (t )) ~ 0' d (L (0)). 

(10) 

(11) 

In order to render the above formal arguments rigor
ous, some additional assumptions are required. In order to 
control the problem of existence and uniqueness of the ini
tial-value problem (10), we use theorem X-70 of Ref. 12, 
which is reproduced for convenience as Theorem Al of the 
Appendix. 

Assumption (a) of Theorem A 1 is satisfied if a suitable 
real constant; is added to M I , which does not alter the re
sults (see Ref. 12, p. 286). This constant might depend on t 
(because we are not assuming IIM2(t )11 <c < 00 for c indepen
dent of t E R), but it may be chosen uniformly in t for t in any 
compact subinterval of R, by the forthcoming assumption 
(B), and this suffices (see Theorem 1). We denote by B (X) the 
set of bounded operators on X and define the formal opera
tor families: 

F(t)=[L I,M2(t)](MI + ;)-1, 

G(t)=[MI,L2(t)](MI +;)-1, 

H(t)=[MI,M2(t)](MI + ;)-1, 

(I2a) 

(I2b) 

(12c) 

where [A,B] denotes the commutator of two operators A and 
B on X, and; E R is such that (M (t ) + ; ) satisfies (a) of 
Theorem Al and may vary with the compact t-subinterval as 
discussed previously. We denote by B (X) the set of bounded 
operators on X and state for convenience: 

Definition 1: An operator family I A (t ) E B (X); t E R J is 
said to be smooth if A (t ) is strongly continuously differentia
ble in t E R and uniformly bounded in t in the operator norm 
for t in compact subintervals of R. 

Our main additional assumptions may now be stated: 
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(A)L2(t), 

(B)M2(t), 

(C)F(t), 

(D) G (t), and 

(E)H(t) 

are smooth operator families. 
By (5) and assumption (B), it follows that assumptions 

(b) and (c) of Theorem Al are satisfied for the initial-value 
problem (10) which has, therefore, a unique solution which 
we denote by uo(t ). 

Proposition 1: Ifuo ED (Mi)nD (Md in (10), thenLluo(t) 
is continuously differentiable in t for t in any open subinter
valofR. 

Proof Letx(t )=(MI + ; )uo(t ). Formally x(t ) would sat
isfy the differential equation 

dx(t) =(MI+;)M(t)(MI+;)-IX(t) (13a) 
dt 

with initial value 

x(O) = (MI + ; )uo ED (Md. (13b) 

By (6) and assumption (E), the operator family 

R (t)_(MI + ;)M(t)(MI + ;)-1 = (MI +;) + SIt), 

where 

S (t ) = H (t) + M 2(t ) 

satisfies assumption (a) of Theorem Al (except for eventually 
modifying; as was discussed before). We have, in the nota
tion of the Appendix, 

C (t,s) = (1/(t - s))(R (t ) - R (s))R (S)-I 

= (1/(t - s))(S(t) - S(s))R (S)-I. 

It is clear that (b) and (c) of theorem Al follow from assump
tions (B) and (E) if we provethatR (S)-I is (1) stronglycontin
uous in sand (2) uniformly bounded for s in compact subin
tervals of R. Again, we may choose; such that 
liS (s)(MI + ;)-III<c< 1 with c chosen uniformly ins in com
pact subintervals. Hence 

and both assertions (1) and (2) follow from the expansion of 
(1 + S (s)(MI + ; )-1)-1 in a (uniformly in s for s in compact 
subintervals) norm-convergent power series. 

Hence by theorem AI, there exists a unique solution 
xo(t) of the initial-value problem (13). Let uo(t) 
=(M\ +; )-IXO(t). By (13) uo is continuously differentiable 
and satisfies (10) with initial value Uo given by (13b). By 
uniqueness of the solution of (10), uo(t ) = uo(t ). Hence 
M\uo(t) is continuously differentiable, and the same follows 
for Lluo(t) =LI(MI + ;)-\(M\ + ~)uo(t) by (7). • 

Theorem 1: Suppose that for all t E R and v E D (M i) 
nD (M)), L (t)v is continuously differentiable, [M (t), L (t )]v is 
continuous, and the following "Lax pair equation" holds: 

dL(t) V= [M(t),L(t)]v. 
dt 

(14) 

Assume further that if Uo is an eigenvector of L (0) corre-
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sponding to a (simple) eigenvalue So, then 

uoED(M~)nD(Md· (IS) 

[Notice that the latter condition is stronger than (8)]. Then 

(16) 

Remark 1: Notice that by (6), (7), and assumptions (A), 
(B), (C), and (D), 

[M(t),L(t)]v 

= [MI,LI]v + [M2(t),Ldv 

+ [MI,L2(t )]v + [M2(t ).L2(t)]v 

is well defined and is continuous in t for all v E D (M ~ ) 
nD(MI)' • 

Proof LetIl = ( - T,T), T < 00. We prove that 
(T d (L (t )) = (T d (L (0)) for all tEll' By the same method, we 
prove that(Td (L (t)) = (Td (L (0)) for all t E 12 = (T 12,3T 12) and 
all t E 13 = ( - 3T 12, T 12), and so on, until we arrive at (16). 

Set B = LI + ia, a E R, a#O in Lemma Al of the Ap
pendix. By (7), (IS), and Proposition I, Buo(t) andBu~(t) are 
defined and continuous, and B is, by construction, defined 
on D (L I ) with a bounded inverse. Hence by (AI) of Lemma 
AI, L (t )uo(t) is continuously differentiable with 

By (14) and (17),f(t) defined by (9) is indeed continuously 
differentiable and (II) holds. By the uniqueness part of 
Theorem AI,J(t) = ° 'tf tEl, and hence (Td(L (O)~(Td(L (t)) 
'tf tEl. Upon considering the proble, with initial value 
to = tEl, 13 we obtain (T d (L (t )) ~ (T d (L (0)), hence 
(Td (L (t)) = (Td(L (0)) 'tf tEl. • 

Remark 2: When [MI,M2(t )] is a bounded operator with 
norm II [MI,M2(t )]I1.;;;c < 00 with c independent oft, theprob
lem of existence and uniqueness of solutions of the initial
value problem (10) may be treated by "interaction represen
tation methods" (see Ref. 12, p. 283). These conditions are 
not met, however, in the applications we shall consider. 

We now present some examples. 
(a) Sine-Gordon equation6

: 

x =L 2(R)®C4
, 

L_(JO)d 
1- ° ° dx' (18a) 

L 2(t) = (;~;: B ~t )), (18b) 

where 

- I) i (0 ° ' A(t)= 4 W(x,t) 
W(X,t)) 

° ' 
B (t) = ~ (eXP(iU( x,t )/2) ° ) 

4 ° exp( - iu( x,t )/2) , 

MI ~ (~ _°1) ~, I = (~ ~), (19a) 

M 2(t) = a,(t) g(t)), (19b) 
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where 

C (t ) = 2JB (t ), D = - 2B (t ).1, 

( ) 
aut x,t ) au( x,t ) 

W x,t = + , 
ax at 

(20) 

(21) 

and u is the real-valued infinitely differentiable global solu
tion of the sine-Gordon equation (see Ref. 14, p. 25) 

a2u J2u . - - - + SID U = 0, - 00 < x,t < 00 
at 2 ax2 

with the initial value 

u( x,o) = I( x) E COO, 

~(x,O) =g(x) E COO, 
at 

(22) 

(23a) 

(23b) 

where CO' denotes the Schwartz space of infinitely differen
tiable functions of compact support. We see that 

D(Ld = D(Md =D(L (t)) =D(M(t)) 

~ {(~} u, ···u, absolutely continuous with 

dU j 
E L 2(R ) for all i = 1,2,3,4.} 

dx 

Proposition 2: (T d (L (t )) = (T d (L (0)) for the sine-Gordon 
equation in the above formulation. 

Proof We must verify (4), (5), (6), (7), assumptions (A)
(E), (14), and (IS). It is completely straightforward to verify 
(4), (5), (6), (7), and (14). To prove (IS), notice that by the 
eigenvalue equation 

it follows that UOj E Coo (R ), with d" UOj I dx" E L 2(R ) for all 
integer n and all i = 1,2,3,4. This implies (IS) because of the 
explicit form (19a). 

To show what is involved in the proof of assumptions 
(A)-(E), we compute 

[MI,M2(t)] = (- a~ lax 

+ (-2~ 2Cj d 

° ) dx' 

From the above form, [MIM 2(t )] is (MI + ; )-bounded, 15 with 
bounds depending on the L 00 -norms 16 of (au( x,t )1 
axle ± jut X.I) and e ± jut x,t). These functions of Coo in x and t 

under assumption (23) (Ref. 14, p. 45) and are continuously 
differentiable in t and uniformly bounded in t for t in com
pact subintervals of R in suitable Sobolev spaces (Ref. 14, pp. 
42-45). By the Sobolev embedding theorems (Ref. 14, p. 21), 
these same properties hold in the sense of the L 00 -norm. This 
implies that assumption (E)17 and the proofs of (A)-(D) are 
similar. • 
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(b) Nonlinear Schrodinger equation5
: 

X= L 2(R)®C2, 

L _ .(1 +p 0 )~ 
I -I , o 1-p dx 

(
0 ii( x,t)) 

L 2(t) = u( x,t ) 0 ' 

where the bar denotes complex conjugate. 

. (1 0) d
2 

MI = Ip 0 1 dx2' 

l-
ax _ i( iiu/(1 + p) 

. au 
-l-

ax 

. au ) 

- iiu/(l - p) , 

where p2 > 0 and u is the infinitely differentiable global solu
tion of the nonlinear SchrOdinger equation (see Refs. 18 and 
19). 

. au a2u 2 (-) 0 
1- + - + --- uUU= 

at ax2 1 _ p2 

with initial value 

u(O,x) = h ( x) E C ;. 

We note that D (L I ) = D (L (t)) = I (~; );u\>u2 absolutely 
continuous; ui , u~ E L 2(R ) J and D (MI ) = D (M (t )) = !(~;); 
ui ,u~ absolutely continuous; ui',u; E L 2(R) J. Just as in Pro
position 2 (but using the results of Ref. 15 and 16), we may 
verify (4), (5), (6), (7), (14), (15), and assumptions (A)-(E) for 
the above system and obtain the following. 

Proposition 3: ad (L (t )) = ad (L (0)) for the nonlinear 
Schrodinger equation in the above formulation. 

APPENDIX 

In this Appendix, we reproduce some definitions and 
theorems used in the main text. As in the main text we shall 
be working in a fixed Banach space X. 

We shall denote by pIA ) the resolvent set of an operator 
A on X. For each t E R, letA (t) generate a contraction semi
group (Ref. 12, p. 235) on X. For each positive integer k, let 
the approximate "evolution operators" be defined by 

Uk (t,s)=exp( - (t - s)A ((i - 1 )Ik)) if 

(i - l)1k<s<J<Jlk, (l<i<k) 

and 

Uk (t,r) = Uk (t,s)Uk (s,r) if O<r<s<t< 1. 

Theorem AI: (Theorem X-70 of Ref. 12). Let I be an 
openintervalinR. For each t E I letA (t )bethegeneratorofa 
contraction semigroup on X so that 0 E pIA (t )) and (a) the 
A (t ) have a common domain D. 

By the closed graph theorem,A (t )A (s) - I is bounded and 
we define 

CIt,s) =A (t)A (S)-I_l. 

(b) For each <p EX, (t - S)-IC (t,s)<p is uniformly strongly 
continuous and uniformly bounded ins and t for t #s lying in 
any fixed compact subinterval of I. 
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(c) For each <p EX, C (t )<p =limm (t - s) -IC (t,s)<p exists uni
formly for t in each compact subinterval and C (t ) is bounded 
and strongly continuous in t. 

Then for all s< t in any compact subinterval of I and any 
<p EX, 

U (t,s)<p = lim Uk (t,s)<p 
k-oo 

exists uniformly in sand t. Further, if t/J E D, then 
<Ps(t )=U(t,s)t/J E D for all t and satisfies 

d~:t) = _ A (t )<Ps (t), <Ps (s) = t/J, 

and lI<Ps (t)ll < Iit/JII for all r~s. • 
Uniqueness is implied by the last inequality. 

We also used the following Lemma. For a proof, see, 
e.g., Lemma 1.3, p. 178 of Ref. 20. The word "function" is 
understood to mean X-valued function. 

Lemma AI: Let the closed operator A (t) have constant 
domain D (A ) and be strongly continuously differentiable on 
it. Suppose in addition that the closed operator B is defined 
on D (A ) and has a bounded inverse. Suppose finally that the 
functionf(t ) is continuously differentiable, and that the func
tions Bf(t ) and Bf'(t ) are defined and continuous. Then the 
function A (t )f(t ) is continuously differentiable and 

~ (A (t)f(t)) = dA (t) f(t) +A (t) df(t). (AI). 
dt dt dt 

Definition AI: Let A and B be densely defined linear 
operators on a Banach space X. Then B is said to be A -bound
ed if 

(i) D (B);;;?D (A ) and 
(ii) For some a,b E R, and all <p E D (A ), 

IIB<p II<aIIA<p II + b 11<p II· 

We call a and b the "bounds of B with respect to A," al
though this is not standard terminology. 

If A -I E B (X) and IIA --III <a, it follows from (ii) that 

IIBA -11I<a + ba. 

In the text, a and b depend on L 00 -norms of some functions 
h, and we have, therefore, inequalities of the form 

IIB(t)A -111<llh(t)lloo' 

Hence continuous differentiability of liB (t)A -III [which is 
stronger than the strong continuous differentiability re
quired in (A)-(E)] is implied by continuous differentiability 
of h in L 00 • 
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We present a family of dynamical systems associated with the motion of a particle in two space 
dimensions. These systems possess a second integral of motion quadratic in velocities (apart from 
the Hamiltonian) and are thus completely integrable. They were found through the derivation and 
subsequent resolution of the integrability condition in the form of a partial differential equation 
(PDE) for the potential. A most important point is that the same PDE was derived through 
considerations on the analytic structure of the singularities ofthe solutions ("weak-Painleve 
property"). 

PACS numbers: 02.30.Jr 

I. INTRODUCTION 

The aim of this paper is to present a "hidden treasure" 
class of integrable systems in two space dimensions. Given 
the extreme rarity of integrable dynamical systems, which 
has spurred an intense research in this domain, and the fact 
that at least one example of integrable system belonging to 
the aforementioned class was known since the beginning of 
celestial mechanics, it is astonishing that these systems have 
lain undiscovered for over 80 years. 

In a 1901 paper, Darboux,l applying a method due to 
Bertrand,2 obtained the general partial differential (PDE) 
which the potential must satisfy in order for the system to 
possess an integral of motion quadratic in the velocities. He 
then proceeded to specify and solve the equation in the gen
eral case, while being aware of the possibility of the existence 
of a particular case of integrability, the importance of which 
he did not grasp at the moment. The incomplete former case 
of the Darboux integrability was subsequently presented by 
Whittake~ as "the only case of the motion of a particle in a 
plane under the action of conservative forces which possess 
an integral quadratic in velocities other than the integral of 
energy." However, the recent discovery by Greene4 of an 
integral of motion quadratic in the velocities for the Henon
Heiles system, which can easily be shown not to belong to the 
Darboux family, weakened the generality of the Darboux 
solution. Actually, the most classical example of a non-Dar
boux integral of motion is the third integral of motion for the 
Kepler problem, which has been known for several centur-
ies. 

It must be stressed at this point that integrability in our 
case of two-dimensional systems means the existence of a 
second integral of motion besides the energy of the system. 
However, we explicitly demand that this second integral ex
ist for every value ofthe energy. An interesting generaliza
tion of the concept of integrability was obtained by Hall,5 by 
releasing this constraint. In his approach, one can also ob-

8) The authors dedicate this work to their Soviet colleague, the mathemati
cian and physicist Nahum Meiman. 

tain integrability for a larger class of systems, but only for 
some specific values of the energy. 

A first result of our work was presented elsewhere.6 1t 
concerned a two-dimensional quintic homogeneous polyno
mial potential which can be shown to lead to an integrable 
dynamical system. The particularity of this potential was 
that the associated equations of motion did not possess the 
Painleve property, which has been conjectured, and amply 
verified, by Ablowitz, Ramani, and Segur'? to be associated 
with integrability. This entailed a weakening of the Painleve 
criterion for two-dimensional systems. We then proposed to 
replace it by a "weak Painleve property," which is not just an 
artifice which allows us to explain the particularities of the 
quintic potential; it has a real predictive power. In the case at 
hand this property, suitable applied, allows us to derive a 
PDE to be obeyed by the potential (Sec. III). This equation is 
precisely the particular case of the PDE discovered by Dar
boux that the latter did not investigate (Sec. II). In Sec. IV we 
present the general solution of this PDE, and we display 
some cases of particular interest. 

II. INTEGRALS OF MOTION QUADRATIC IN 
VELOCITIES 

Let us consider the motion of a particle of unit mass in a 
two-dimensional potential V (x,y). The Hamiltonian govern
ing the system reads 

H = HX2 + y2) + V(x,y). (1) 

The equations of motion associated with the system are sim
ply 

X= -~:--Vx, ji= -~;=-Vy. (2) 

For the complete integrability of the system, one needs 
the existence of a second constant of motion, besides the 
Hamiltonian itself. In this paper we will focus on integrals of 
motion quadratic in the velocities, although integrals of or
der higher than two are not unknown.6

,8,9 The general form 
of such an integral is 

(3) 
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where gl11 and h are functions of x andy. No term linear in 
velocities is allowed as the Hamiltonian (1) is invariant under 
time reversal. The conditions of the constancy of C can be 
written as 

0-~~ = g~)X3 + g~O)X2y + g~)X2y + g~l)xy2 + g~)xy2 

+ g~2y3 + 2glOlxx + g(lyx + g(lyx + Zg(2yy 

+ h,x + hyY' 

Regrouping and equating to zero the coefficients of each 
monomial in the velocities, we obtain at order three 

~OI=O gIOI+~I)=O l5x , Y 15x , 

(4) 

g~11 + g~) = 0, g}1 = 0. (5) 

The solution of this system of equations is straightforward: 

gO) = ay2 + /3y + y, 

gil = _ 2axy - /3x - 8y - E, 

g21 = ax2 + 8x + ;. 
At first order we obtain 

hx + 2g(Olx + gOy = 0, 

hy + g(lIx + Zg(2)ji = 0. 

The integrability condition for h reads thus: 

~[2glo)Vx +gl)Vy ] = ! [g(l)Vx + 2g(2)Vy ], 

or, equivalently, 

Z(gl°1 - g(2))V,y + (Zg;?1 - g~))Vx 

_(2g121_glll)V _g(lI(V - V )=0 
x yy xx yy. 

This is the equation found by Darboux, I which must be 
obeyed by the potential for the system to be integrable. 

(6) 

(7) 

(8) 

(9) 

The case analyzed by Darboux is obtained by using the 
general solution (6) for thegi)'s, with the assumption a#O. 
In this case one can, through the adequate translations in the 
x and y directions, eliminate all the linear terms in (6). Fur
thermore, we observe that y and; in glo) and glZ) appear only 
through y - ; in (9). Thus one can take; = 0 without loss of 
generality. This is by no means unimportant because; = ° 
ensures that no term of the form TlYz with TI constant will be 
present in C. This means that C cannot be just a multiple of 
the total energy unless it vanishes identically. Finally, a rota
tion of coordinates can be performed to allow the elimina
tion of E unless fi2 + r = 0, a case that Darboux also ig
nored. In the general case, Eq. (9) becomes with a = 1 

xy(Vxx - VVy ) + (y2 - x 2 + Y)VXy + 3y Vx - 3x V}' = 0. (10) 

The solution of Eq. (10) was obtained by Darboux I as 

V = flu) - g(v)l(u2 - v2), (11) 

where u and v are given by 

Zu2 = p2 + y + [( p2 + y)2 _ 4yx2J1/2, 

2v2 = p2 + Y _ [(p2 + y)2 _ 4yx2j112, 

p2 = x2 + y2, 

andf and g are two arbitrary functions. 
In the degenerate case y = 0, the singular limit of the 
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solution is 

V= G(p) + qJ(y/x)l p2, 

where G and qJ are also two arbitrary functions. If 
fi2 + r = 0, Eq. (9) becomes 

(xy ± iy/Z)(Vxx - Vyy ) 

+ (y2 _ x 2 + y)VXy + 3yVx - 3xVy = 0, 

the general solution of which is 

V= !F[p2 + (p4 _ 2yz2) 112] 

(12) 

+ G[p2 _ (p4 _ Zyz2)1/2]]/(p4 _ 2YZ)1/2, (13) 

with z = x ± iy, and where F and G are again two arbitrary 
functions. In the degenerate case y = 0, we recover the sin
gular limit (12). 

The case not analyzed by Darboux corresponds to 
a = 0. Before proceeding to examine this case in detail, let us 
deal with the particular case where, in addition. /3 and 8 also 
vanish. One obtains from (9), with y = 1, 

Vxy + E(Vxx - Vyy ) = O. 

If 4fi2 + 1 # 0, the solution of this equation is straightfor
ward. An adequate rotation reduces it to 

Vxy = 0, 

which indicates a separable potential 

V = f(x) + g(y), (14) 

wherefandg are two arbitrary functions. If E = ± i/2, this 
rotation becomes singular, the potential is not separable, and 
the general solution is 

V = (x2 + y2)F(x ± iy) + G (x ± iy), (15) 

where F and G are again two arbi trary functions. This poten
tial will be called quasi separable. 

We now turn to the case a = 0 but /3 (or 8) nonvanish
ing. Translations of x and y allow us to eliminate y - ; and E. 

Putting A = - 8//3, we obtain 

2yVxy + 3Vx +x(Vxx - Vyy ) 

+ A [2xVxy + 3Vy - Y(Vxx - Vyy )] = O. (16) 

Finally an adequate rotation of coordinates allows the choice 
A = 0, which eliminates x2 in the constant of motion, unless 
A 2 + 1 = 0, where this rotation becomes singular. (The 
choice A = 00 would correspond to eliminatingYZ in the con
stant of motion). The case A 2 + 1 = ° will be treated in Sec. 
IV. In the general case, we obtain 

2yVxy +3Vx +x(Vxx - Vyy ) =0. (17) 

Several solutions to this PDE can be found by inspec
tion, and the general solution will be presented in Sec. IV. 
One important class of solutions ofEq. (17) are the homogen
eous polynomial solutions. They can be derived in an ele
mentary way and turn out to be 

Vo = 1, VI = 2y, V2 = 4y2 + x 2, 

V3 = 8y3 + 4x2y, V4 = 16y4 + 12x2y2 + X4, (18) 

V5 = 3Zy5 + 32x2y3 + 6x4y, etc. 
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As we explained in Ref. 6, the mere existence of the quintic 
polynomial compelled us to weaken the Painleve property 
criterion of integrability. 

III. PAINLEVE ANALYSIS OF EQUATIONS OF MOTION 

Let us consider the equations of motion associated with 
the integrable polynomial potential - V5/25 [cf. Eq. (18)]: 

x = 2y3x + iYX3, 

(19) 

ji = 5y4 + 3y2x 2 + fc,X4. 

A leading order analysis in the complex t plane shows 
that a possible behavior of the solution near a singularity is 

x,yex:: (t - to)~2/3. 

This, in itself, is not yet incompatible with the original con
jecture asx3 andy 3 could have been pure poles. However, the 
study of the resonances? shows that this is not the case. There 
is one resonance, namely If, which is positive and not an 
integer. This shows that (t - tof/3X has in general an alge
braic singularity. However, the expansion ofx andy does not 
contain anything "worse" than powers of(t - to)1/3, which is 
still quite remarkable. 

The fact that the occurrence of such "natural" algebra
ic singularities does not compromise integrability suggests a 
generalization of the ARS conjecture? for two-dimensional 
systems. We will say that a system has the "weak-Painleve 
property" whenever the solution, in the neighborhood of a 
singularity at to, can be expressed as an expansion in powers 
of (t - to)llr, where r is an integer to be defined below. The 
new conjecture is now that two-dimensional integrable sys
tems possess the weak-Painleve property. 

In order to define the exponent 1/r, let us consider a 
polynomial potential of degree p + 2. The Painleve analysis 
proceeds in two steps. First, one studies the homogeneous, 
highest order, part of the potential. Whenever the Painleve 
property is satisfied, one looks for lower order terms that do 
not destroy it. Incidentally, the same two steps procedure is 
used when one attempts a direct calculation of the integrals 
of motion. 

Thus, to begin with, we restrict ourselves to a homogen
eous polynomial potential of degree p + 2. It is obvious that 
the leading behavior in the neighborhood of a singularity 
will be 

x,yex:: (t - to) - 21 p. 

Moreover, there is always a resonance at 2 + 41 p, which, 
except for p = 1, 2, and 4, is not an integer. Thus, there is no 
hope for (t - to)21 Px to be regular. In general, the solution 
will be an expansion in powers of (t - toll! P, which shows 
that one can take r = p. Indeed, further studies lO have re
vealed a need to refine the definition of the "natural" power 
r. In this paper, however, the choice r = p is sufficient, as our 
aim here is to study a specific family of "weak-Painleve" 
potentials. In the following paper, 10 we will deal with the 
exhaustive search of weak-Pain1eve integrable polynomials 
of degree 3. Since the investigation is more and more cum
bersome with increasing order, we do not try to be exhaus
tive in the present work, but to show how useful the heuristic 
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power of the weak-Painleve property is. 
Let Vbe a homogeneous polynomial of degree p + 2. 

We do not lose much generality by assuming that through a 
suitable rotation, the coefficient of xyP + I can be set to zero 
while that of yP + 2 does not vanish. We write Vas 

p+2 

V= - L ak x ky P+2-k, 

k=O 

with a I = O. The equations of motion are 
p+1 

ji= - Vy = L (p+2-k)ak x ky P+I-k, 

k=O 

p+2 

x= - Vx = L kak x k - Iy P+2-k. 

k=2 

(20) 

(21) 

In general, there are singularities in the neighborhood of 
which both x and y behave as (t - tol ~ 2/ p. In addition, there 
are singularities near which y still behaves as (t - to) - 2/ P, 

while x need not diverge that fast. Indeed, since a I vanishes, 
the right-hand side ofEq. (21) need not diverge as 
(t - tol - 2 - 2/ P but only as x(t - to)~2, whatever the behav
ior of x is, provided it is less singular than that of y. Whenever 
it happens thatap + I = Owhileap + 2 #0, there will alsobea 
singularity where x behaves as (t - to) - 21 p while y does not 
diverge that fast. We must keep this possibility in mind, but 
we will not treat x and y on the same footing as the rotation 
has been explicitly chosen in order to have a l = O. 

Let us first consider the singularity in the neighborhood 
of which y diverges as (t - to) - 2/ P but not x. Then Eq. (20) 
fixes the coefficient of the leading term ofy. We write 

y = b (t - to) - 2/ P + €'(t - to) - 2! P, 

where €'--D as t-+to, and by equating the fastest diverging 
terms we find 

2(p + 2)b I p2 = (p + 2)aoh p+ I. 

Since y must actually diverge as (t - to) - 2/ P, b # 0 and thus 

aob P = 21 p2. 

The possible behaviors for x are determined by Eq. (21 l. Let 
r be the power dependence of x, i.e., 

x ex:: (t - (0)Y, 

we find by equating the fastest diverging terms 

r(r - 1) = 2a2b p. 

A first necessary condition for the weak-Painleve prop
erty to be satisfied is that r = ul p with u an integer (positive 
or negative). This gives the equation 

4a2lao = u(u - pl. (22) 

One must now compute the resonances.? This is rather easy 
since the problem separates into resonances for y, which are 
- 1 and 2 + 41 p, and resonance for x which are 0 and 
1 - 2ul p. We do not get any further conditions since we 
already need u to be an integer. The only powers of (t - to) 
that will appear at the resonances are multiples of 1/ p. We 
have not yet shown that no logarithms will get into the pic
ture, but we are free of "nonnatural" powers of (t - to)' for 
this type of singularity, at least. 

We note that - 1 corresponds to the arbitrariness of to 
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and 0 to the arbitrariness of the coefficient of (t - to)"1 Pin x. 
The equation for a resonance n of y is only in terms of the 
quantity N = (n - 2/ p) (n - 1 - 2/ pl. Since n = - 1 is al
ways a resonance, it follows that NI = (1 + 2 p) (2 + 2/ p) 
satisfies the resonance condition; hence 2 + 41 p is also al
ways a resonance as we noted above. On the other hand, the 
possible behaviors for x are (t - to)"1 P, where u satisfies Eq. 
(22). There are in general two roots to this equation, related 
by 

u/ +u" =p. 

Note that at least one of these roots is positive, thus strictly 
larger than - 2, and the corresponding behavior of x is less 
divergent than that of y. The fact that if x behaves as 
(t - to)"'1 P, the resonance is I - 2u'l p expresses that 

u"l p = I - u'l p = u'l p + (1 - 2u'l pI, 

i.e., this resonance corresponds to the freedom of the coeffi
cientof(t - to(1 Pinx. In fact, this resonance is only actually 
present if 

u">u' > -2; 

otherwise, it is purely formal. 
Let us now tum to the case where both x and y diverge 

as (t - to) - 21 P, i.e., 

x = a(t - to) - 21 P + EI(t - to) - 21 P, 

Y = /3 (t - to) - 2/p + E2(t - to) - 2/p. 

where EI and E2 go to zero as t-to' We choose the following 
notation: Whenever Vor one of its partial derivatives has an 
overbar, it means that it is estimated at x = a, y = /3. Then 
we get the following equations for a and /3, by equating the 
most diverging terms in Eq. (20) and (21): 

2(2 + p)al p2 = - V"' 
(23) 

2(2 + p)/31 p2 = - Vy. 

In general, this system can have several couples (a,/3 ) as solu
tions. For a given choice of (a,/3) that satisfies Eqs. (23), a 
resonance n will occur whenever the determinant of the ma-
trix M vanishes, where M is given by 

M = ((n - 21 p)(n -_1 - 2/ p) + V xx 

V"y 
V"y ) 

(n - 2/ p)(n - I - 21 p) + Vyy . 

Note that n only enters through the expression N = (n - 21 
p) (n - I - 2/ pl. Again, n = - I is always a resonance; 
thus NI = (I + 2/ p) (2 + 2/ p) must be a solution, as can be 
checked directly. Indeed, since V" is a homogeneous polyno
mial of degree p + I, 

xV"" + yV"y = (p + I)V". 

Thus, for any couple (a,/3) that satisfies Eqs. (23), 

aV"" +/3V"y = -2(p+2)(p+ l)alp2=Nla, 

and similarly 

aV"y +/3Vyy = -2(p+2)(p+ 1)/3lp2= -Nfl. 

With the choice N = N 1, the matrix M becomes 

and its determinant indeed vanishes. This shows that 2 + 41 
P is also always a resonance as it leads to the same value NI 
for N. The other value N2 of N for which the determinant 
vanishes obviously satisfies 

N2 +NI = - V"" - V yy . 

A second necessary condition for the weak-Painleve proper
ty to be satisfied is that N2 leads to resonances n that are of 
the form sl p, with s an integer. This can be written 

- p2(V)C)C + Vyy ) = (s - 2)(s - 2 - p) + (2 + p)(2 + 2p). (24) 

This equation must be satisfied for some integer s for each 
choice of a couple (a,/3) that solves Eqs. (23). The integer s 
could very well depend on the choice ofthe couple (a,/3 ). It is 
in general difficult to find all the solutions to this problem, 
even for small values of p. But one can find some solutions by 
using a simplifying assumption. Since a I = 0, V" has no term 
proportional to yP + I, and x thus can be factored out of V". 
Then V" I x is a homogeneous polynomial in x and y of degree 
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p, which is also true of V;c;c + Vyy . The simplifying assump
tion we will make is that these polynomials are proportional, 
their ratio being chosen in such a way as to satisfy Eq. (24). 
This is a very strong restriction. It implies that the reson
ances are the same for all choices of the couple (a,/3), and this 
is certainly not a necessary condition. Still, it will prove very 
rich though not exhaustive. If we write 

V"" + Vyy =AV"lx, (25) 

Eq. (24) becomes 

- Ap2V"la = (s - 2)(s - 2 - p) + (2 + 2p), 

and since a and /3 satisfy Eqs. (23) 

U (2 + p) = (s - 2)(s - 2 - p) + (2 + p)(2 + 2p). (26) 

Equation (25) leads to a recursion relation between ak + z and 
ak • This recursion relation is 

(k+2)(k+ l)ak + Z +(p+2-k)(p+ I-k)ak 

(27) 

If A is a positive odd integer strictly smaller thanp + 2, 
there are no solutions with ao#O, because the coefficient of 
aJ. + I will vanish. Such values of A must be discarded. In 
general, only a's with even indices do not vanish, unless A is a 
nonzero even integer strictly smaller than p + 2, in which 
case aJ. + I need not vanish, although aJ. _ I = O. Thus the 
polynomial Vis entirely determined by A, up to the multipli
cative arbitrary constant ao or, in the special case above, by 
two arbitrary constants ao and aJ. + I' 

From Eq. (27), the ratio a21ao is given by 

azlao = (p + 2)(p + 1)/2(A - I). 

Comparing with Eq. (22), we see that A must satisfy 

A = I + 2(p + 2)(p + 1)/[u(u - pI], (28) 

with u an integer. The problem is now to find two integers u 
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and s that satisfy simultaneously Eqs. (26) and (28). 
If p is odd, ap + 1 does not vanish, and there is no singu

larity where x diverges faster thany. If p is even, on the other 
hand, ap + 1 in general vanishes, and there will be such a 
singularity, unless 

2.;;;..1 (even) <p + 2. (29) 

A necessary condition for this singularity to be of the weak
Painleve type is 

4ap lap + 2 = v(v - p), 

with van integer, in analogy to Eq. (22). From Eq. (27), this 
can be written 

v(v - p) = 2(p + 2)(..1 - P - 1). (30) 

If p is even, one must thus solve (26), (28), and (29) or (30), 
while (26) and (28) suffice for p odd. 

For every p there are always at least two solutions to 
this problem [note that solutions depend only on (s - 2) 
(s - 2 - p) and u(u - p), v(v - p)]: 

(i) u = P + 2 (or - 2), s = 0 (or p + 4), 

with A =p + 2, 

(ii) u=p+ 1 (or -1),s=2p+6 (or -p-2), 

with A = 2p + 5, 

as can easily be checked. These solutions, for even p, do lead 
to integer values of v, p + 2 (or - 2), and 2p + 4 (or 
- p - 4), respectively. 

There might be other solutions for some values ofp, but 
none were found for small values of p except p = 1, u = 4 (or 
- 3), s = 2 (or 3), with ..1= 2. This leads to the following 

potential: 

V = ao(y3 + 3yx2
) + a3x\ 

which is known to be integrable (separable). 
Let us now consider the first solution. In that case there 

is a resonance n = sl p equal to O. This should mean that one 
of the coefficients a and P is arbitrary. Now, for even p, this is 
true. Substituting A = p + 2 into Eq. (27) allows us to com
pute V, and one finds 

V = ao(y2 + x 2)P12. 

Thus only (a 2 + P 2) is determined and the occurrence of the 
resonance n = 0 is normal. This potential is obviously inte
grable. This case, however, is not as trivial as it seems, be
cause one can now add a lower degree polynomial that need 
not be rotationally invariant, without destroying integrabi
lity. One thus recovers exactly the polynomial potentials of 
the family found by Darboux,l which are indeed all even. 
For p odd, on the other hand, the resonance n = 0 is patho
logical, as it is not related to the arbitrariness of either a or p. 
If one solves Eqs. (20) and (21), one finds 

a=O, P=b. 
This is not at all acceptable, as a may not vanish, since we 
assumed that x does behave as (t - to) - 2/ p. Although we 
found a "formal" solution to the arithmetical equations, we 
do not have in this case a weak-Painleve potential. In fact, 
the vanishing of a entails here a logarithmic singularity. For 
p = 1, this "pseudo-Painleve" case has been noted before. 11 
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The new and interesting case is 

u = - 1 (or p + 1), n = 2p + 6, (or - p - 2), 
with A = 2p + 5, 

complemented by v = 2p + 4 (or - p - 4) for evenp. One 
can solve the recursion relation Eq. (27) with ao = 2P + 2 to 
find 

a - 2P+2-2kCk 
2k - p- k' 

for 0.;;;2k.;;;p + 2, a2k + 1 = O. 
This family of polynomials are indeed integrable. Note 

that, here, these homogeneous potentials are already nontri
vial. They coincide with the polynomials of Eq. (18). To see 
that, we rewrite Eq. (25) as 

x(Vxx + Vyy ) = (2p + 5)Vx' 

and note that V x is homogeneous of degree (p + 1), i.e., 

(p + l)Vx = xVxx + Vxy ; 

thus one recovers Eq. (17), 

x(Vyy - Vxx ) - 2yVxy = 3Vx' 

The homogeneous polynomials we have found satisfy a 
set of necessary conditions for the weak-Painleve property to 
be true. To check that they are sufficient, one should ascer
tain that no logarithms appear at the resonances. This had 
indeed been found to hold for some low values of p. It would 
be straightforward, although increasingly tedious, to verify 
this property for higher values of p. It will be even more 
cumbersome, except for very small values of p, to check that 
the only lower degree terms one can add without destroying 
the weak-Painleve properly are the polynomials that solve 
the same Eq. (17). Actually these two properties (absence of 
logarithms and superposition of solutions) are expected to 
hold for all p, because Eq. (17) is just the integrability condi
tion. There is no need to prove that rigourously. As a matter 
of fact, the ARS conjecture is meant to be a heuristic tool 
rather than a rigorous approach. In the case at hand it has 
well served its purpose by leading to the same integrability 
condition (17) as the direct approach. 

IV. SOLUTION OF THE POE TO BE SATISFIED BY THE 
POTENTIAL 

The solutions of Eq. (17) can be obtained in a variety of 
ways (Fourier transform, use of characteristics, etc.). How
ever, given the particular form of the equation and the intu
ition stemming from the knowledge of particular solutions, a 
direct approach appears simpler. We start by introducing a 
new set of variables 

p = (x2 + y2)1I2, 1] = y. 

A straightforward calculation obtains 

Vpp + 2Vplp - V."." = O. 

(31) 

(32) 

We do away with the first-order derivative by introducing 

U=pV. 

There results the equation 

Upp - U."." = 0, (33) 

which is the well known form of the wave equation. Its solu-
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tion reads 

U =f(p + 1]) + g(p -1]), 

withfand g arbitrary functions. So the solution for the po
tential Vbecomes 

v = [f(p + 1]) + g(p -1])]Ip. (34) 

One can easily check from this form that thIS family of inte
grable potentials cannot be contained in the Darboux solu
tion (11), even though the intersection of the two sets is not 
empty. Once the form of the potential is obtained, we can 
integrate Eqs. (7) and deduce the form of the integral of mo
tion. We start by rewriting Eqs. (7) with respect to the varia
bles p and 1]: 

hp = 1]Vp -pVTf' hTf = 1]VTf - pVp' 

The integration is straightforward once one expresses V 
through Eq. (34), and we thus find 

h = [(p + 1])g(p -1]) - (p -1])f(p + 1])]lp. (35) 

The same results Eqs. (34) and (35) would have been obtained 
in a more systematic (and tedious) way by looking for the 
characteristics ofEq. (17), which in view ofEqs. (31), define a 
system of parabolic coordinates. 

In the special case A Z + 1 = 0, Eq. (16) becomes 

2ZVH + 3Vz = 0, 

with z = x ± iy, z = x + iy. The general solution is 

(36) 

where F and G are two arbitrary functions. 
With Eqs. (11)-(15), the results (34) and (36) complete 

the answer to the question of the existence of an integral of 
motion quadratic in velocities for the motion of a particle in 
two dimensions. It is, however, instructive to examine some 
particular families of solutions. 

(a) Let us start with the potential 

V= lip. 

This potential is manifestly contained in Eq. (34), and at the 
same time, from Eq. (12), belongs to the Darboux family for 
y = O. Its Darboux integral is simply 

C I = (xy - yx)Z, 

i.e., the square of the angular momentum. However from Eq. 
(35) another integral of motion can be computed 

Cz =yxZ -xxy + yip 

or 

Cz = x(xy - yx) + y/(r + yZ)l!z. 

This just the y component of the quantity 

i'xL + r/lrl, 
which is the third integral of motion in the case of the Kepler 
problem. The existence of an additional integral in this case 
is associated with the degeneracy of the problem, which is 
manifested, for instance, by the separability in more than one 
system of coordinates. From a physical point of view, the 
usefulness of this invariant resides in the fact that it helps fix 
the orientation of the orbit in the plane. 

(b) Polynomial solutions: In Ref. 6, we already present-
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ed the homogeneous polynomial solutions of Eq. (17). Their 
general form is 

[n12J 
V = " 2" - 2kC k x2kyn - 2k 

n £., n-k , (37) 
k=O 

where 

C~_k = (~-k) = (n - k)!/k!(n - 2k)!. 

We can obtain them directly from Eq. (34) by choosing 

f(q) = ( - l)"g(q) = qn + 1/2. (38) 

The general solution can be built from a superposition 
of the homogeneous polynomials of each degree, due to the 
linearity ofEq. (17). The simplest polynomial solution to Eq. 
(17) (apart from Vo = I) is, of course, V I /2 = y. This means 
that a multiple of y can always be added to the potential. In 
the case of polynomial potentials this fact is quite useful as it 
allows us the freedom of a translation in the y direction with
out the appearance of a linear term in the potential. A polyn
omial potential case of particular interest is the Henon
Heiles potential for which Greene4 obtained the second inte
gral of motion. In this case of integrability, the Henon
Heiles potential reads 

V = (Axz + ByZ)/2 + x 2y + 2y 3. 

It can be shown that this potential reduces to a superposition 
of the potentials V3 , Vz, and VI ofEq. (37) after the adequate 
translation. 

(c) Homogeneous solutions: If we allow negative values 
of n in Eq. (38) one finds rational integrable potentials, which 
can be related to the polynomials Vn by 

V -n-2 = (- I)"Vnlx(Zn+2). 

In the case n = - lone would havef = - g = 112 and V _I 

vanishes. In addition to this family of homogeneous rational 
potentials there exists a second homogeneous family Wn giv
en by f(q) = ( - 1)" + I g(q) = qn + 1/2, which can be related 
between themselves by 

W __ n_ 2 =(_I)"+IW
n
lx(2n+2). 

For n >0, p Wn is an homogeneous polynomial in x, y of de
gree n + 1, and W _I is just lip. 

We thus find two potentials homogeneous of order n for 
all n, except n = - 1 where we have as yet only one since 
V_I = O. Actually, a second potential homogeneous of or
der - 1 exists and is 

Z = In[(p + y)/(p - y)]lp, 

or 

Z = 21n tan(! arctanylx + 1T/4)1p. 

This exhausts all homogeneous solutions of integer (~O) or
der. 

v. CONCLUSION AND OUTLOOK 

The main result of this paper is the identification of a 
whole new family of integrable dynamical systems for one 
particle in two space dimensions. This was achieved through 
the derivation and resolution of a PDE to be satisfied by the 
potential in order to ensure the existence of an integral of 
motion quadratic in the velocities. 
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The most important point is that this equation was de
rived in two different ways. The first was a direct calculation 
based on the search for a constant of the motion. The second 
was through a suitable implementation of the "weak-Pain le
ve" property of the equations of motion, which we intro
duced in a previous publication. 6 This constitutes a first evi
dence of the usefulness of the weak -Painleve concept. 

In a companion paper lO we will have the occasion to 
deal in more detail with this notion. We will actually show 
that the weak-Painleve property is a very efficient tool for 
the identification of integrable cases. More precisely, we 
were able to find all weak-Painleve case for third degree po
lynomial potentials, the integrability being confirmed in 
each case by direct computation of the integral of motion. In 
the case offourth-degree polynomials, new cases of integra
bility will be presented. Finally we will focus on the precise 
definition of the weak-Painleve property, and we will insist 
on its conditions of applicability and the unavoidable "cave
at." 
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The weak-Painleve property, as a criterion of integrability, is applied to the case of simple 
Hamiltonians describing the motion of a particle in two-dimensional polynomial potentials of 
degree three and four. This allows a complete identification of all the integrable cases of cubic 
potentials. In the case of quartic potentials, although our results are not exhaustive, some new 
integrable cases are discovered. In both cases the integrability is explicited by a direct calculation 
of the second integral of motion of the system. 

PACS numbers: 02.30.Jr 

I. INTRODUCTION 

In this paper we carryon our investigations on the inte
grability of dynamical systems based on the generalization of 
the Painleve criterion we introduced in Ref. 1. In systems 
with more than one degree of freedom integrability is of rare 
occurrence. (Integrability, in the case of Hamiltonian sys
tems, is defined as the existence of analytical, single-valued 
integrals of motion, in number equal to that of the degrees of 
freedom of the system, time independent and in involution.) 
The detection of integrability has been greatly facilitated 
these last years by the work of Ablowitz, Ramani, and Se
gur. 2 They have conjectured, and verified in a multitude of 
cases of physical interest, that integrability is intimately re
lated to the analytic properties of the solutions of the equa
tions of motion. Namely, whenever the solutions possess the 
Painleve property, i.e., their only movable singularities on 
the complex time plane are poles, the system is integrable. 
The reciprocal is also true, the Painleve property having 
been verified for the known integrable systems (eventually 
after some, trivial or not, changes of variables). However, 
although the ARS conjecture holds true for many (or infi
nite) degrees of freedom systems, it became clear from the 
results presented in Ref. 1 that some revision of the Painleve 
criterion was needed for two-dimensional systems. (Actual
ly, for one-dimensional systems, the Painleve criterion is su
perfluous: They are integrable by definition). We discovered, 
namely, a quintic polynomial Hamiltonian in two dimen
sions, which did not possess the Painleve property in the 
classical manner while being integrable. The integrability 
was ensured by the explicit calculation of the second integral 
of motion. However, some regularity still persisted: The so
lution in the neighborhood of a singularity could be ex
pressed as an expansion in powers of(t - to)I/3. This led us to 
the introduction of the "weak Painleve" notion as a criterion 
of integrability. The "weak Painleve property" was associat
ed to an expansion in powers of (t - to) IIr, with r being a 

0) The authors dedicate this work to their Soviet colleague, the mathemati
cian and physicist Salomon Alber. 

"natural" power, determined solely by the dominant terms 
in the equations of motion. 

In the preceding paper, Ref. 3, we presented a first ap
plication of the weak Painleve concept. A partial differential 
equation, obeyed by a certain class of integrable potentials, 
was derived, based on the weak Painleve property, which we 
ensured in the easiest way through some simplifying as
sumptions. The same equation was derived through a direct 
search for integrals of motion quadratic in velocities, and its 
solution provided a whole new class of integrable systems, to 
which the quintic polynomial, mentioned above, belongs. 

This twofold approach, integrability prognostication 
based on the Painleve criterion, and integrability verification 
through a direct calculation of the constants of motion is 
pursued in the present work as well. By deleting some of the 
simplifying assumptions we had adopted in Ref. 3, we are 
able to extend our study of integrability to a wider class of 
potentials. However, as the calculations become very rapidly 
prohibitively intricate, one is compelled to restrict oneself to 
some low-order polynomial potentials. The aim of the pres
ent paper is to present our results on third and fourth degree 
polynomial potentials. The direct method for the search of 
integrals of motion is first introduced in Sec. II. Sections III 
and IV are devoted respectively to the study of third and 
fourth degree Hamiltonians. Section V finally deals with the 
definition of the "natural" power we alluded to previously, 
definition which is the cornerstone of the "weak Painleve" 
property. 

II. DIRECT SEARCH FOR INTEGRALS OF MOTION 

In Ref. 3 we presented a general method for the investi
gation of the existence of integrals of motion quadratic in the 
velocities, following Bertrand's approach.4 In the present 
work we are going to focus on integrals quartic in the veloc
ities. For the sake of completeness we start by sketching 
briefly the case of a constant of motion cubic in velocities. 

We start with a form: 

C=foi3 + flx2p + fiXp2 +f~Y +goi +gJ. (2.1) 
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No even power in the velocities terms are allowed, as we 
suppose that the Hamiltonian is invariant under time rever
sal. The condition dC I dt = ° leads to a system of partial 
differential equations obtained by equating to zero the coeffi
cients of each monomial x"'Yn. We thus obtain 

alo =0, alo + all =0, 
ax ay ax 

al2 + al3 = 0, aJ; = 0. 
ay ax ay 

(2.2) 

The solution to Eq. (2.2) is straightforward. The}; 's are cubic 
polynomials in (x,y): 

10 = ay3 + {3y2 + /'Y + D, 

II = - (3ay2 + 2/3y + y)x + Ey2 + Sy + 1], 

12 = (3ay +{3)x2 
- (2EY + s)x + ()y + K, 

13 = - ax3 + EX2 
- ()x + A. 

The next set of equations reads 

311''' I',,+ago_o 
~ oX + J LY ax - , 

21' X + 21''' + ago + agl = ° 
:I I :l2Y ay ax ' 

f: " 3:1''' + ag 1 - ° 2X + ~3.Y - - . 
ay 

(2.3) 

(2.4) 

One replaces!, from (2.3) and x,ji from the equations of mo
tion, x = - av lax,ji = - av lay, and integrates for gi' 
The compatibility condition for the integration to be possible 
reads 

~(f:x 31''') -~(2I'x + 21''') ax2 2 +:l3.Y axay:ll :l2Y 

+ a
2

2 (3/oi + lJi) = 0. 
ay 

(2.5) 

Once the gi are obtained there remains a last equation to be 
verified: 

gox+g1ji=0, (2.6) 

which, in view of (2.4), is a nonlinear PDE for the potential 
V. So, for the system to possess an integral of motion cubic in 
velocities, the potential must satisfy Eqs. (2.5) and (2.6). This 
actually can be realized in some cases, as, for example, the 
Toda system, 5.6 and will be the object of a future work. How
ever, none of the systems examined in this paper fall into this 
class and we are thus led to consider integrals of motion 
quartic in velocities. 

Let us look for an integral of motion of the form: 

C = lai4 + 1 1x
3j; + 12X2yz + J;xj;3 + 1~4 

+ gai2 + glXY + gzj;2 + h. (2.7) 

Again the first set of partial differential equations for;; can 
be solved in a straightforward way giving: 

10 = ay4 + {3y3 + yy2 + Dy + E, 

II = - (4ay3 + 3{3y2 + 2yy + o)x 

+ Sy3 + 1]y2 + ()y + p, 

12 = (6ay2 + 3{3y + Y)X2 - (3sy2 + 21]y + ())x 

+ Ky2 + AY + /1, (2.8) 
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13 = - (4ay + {3)x3 + (3SY + 1])x2 

- (2KY + A )x + ry + t, 
14 = ax4 

- sx3 + KX2 - vx + 0'. 

As we have explained in Ref. 3, the Hamiltonian, being a 
constant of motion, can be freely added to C. The same ap
plies to the square of the Hamiltonian as well, which allows 
us one of the three choices E = 0 or f-l = 0 or 0' = O. 

The PDE's for gi read 

4ll' " 1''' ago 0 
:I oX + J LY + ax = , 

Yx + 2"-ij + ago + ag1 = ° 
~l :1'1.1' ay ax ' 

21' X + 31'_ij + ag1 + ag2 = 0 
:12 ~:v ay ax ' 

f,x +4/~ +: =0. 

(2.9) 

As in the case of cubic integrals, for Eqs. (2.9) to be integra
ble, the potential must satisfy a compatibility condition: 

a
3 

(f" 4ll' ") a
3 

(2'1' " 311' ") - -, 3X + :l4Y + -2- :lzX + ~3.Y 
ax' ax ay 

-~ (3/1x + 2/0i) + ~ (4/oi + I Ji) = O. (2.10) 
axay ay3 

Next, the equations for h are obtained: 

2 " .. ah 0 goX +gLY + -= , 
ax 

" 2" ah 0 glx+ g2Y+-= . 
ay 

(2.11) 

The compatibility condition for this last system reads: 

~ (2goi + gJi) = ~ (glX + 2g0i). 
ay ax 

(2.12) 

So an integral of motion quartic in velocities exists whenever 
the potential satisfies the PDE's (2.10) and (2.12), the latter 
being a nonlinear one. The search is somewhat facilitated by 
the fact that in all nontrivial known cases of integrable po
tentials the;; are just constants, independent of x and y. In 
that case equation (2.10) [and (2.5) as well] can be easily 
solved. As a matter of fact, for third degree polynomial po
tentials, Eq. (2.10) is automatically satisfied with constant 
;; 's while, for fourth degree potentials, Eq. (2.10) amounts to 
just one constraint. 

III. THIRD DEGREE POLYNOMIAL POTENTIALS 

As we have explained in the previous section, the inte
grability conditions for the motion of a particle in a two
dimensional potential take the form of a system of two 
PDE's, one of which is nonlinear. The search for the general 
solution of this system would have been an unrealistic at
tempt, given the complexity of the problem. One can look, 
however, at cases of physical interest with potentials ofform 
simple enough for the problem to be tractable. 
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In this section we will examine in detail the case of a 
homogeneous polynomial potential of third degree. Our Ha
miltonian can thus be viewed as a generalization of the 
Henon-Heiles one. 7 The general form of the potential (with
in a global multiplicative factor which can be absorbed by a 
proper rescaling of time or space) is 

V = y3 + ay2x + bx2y + ex3. (3.1) 

This form can be somewhat simplified through a rotation. It 
can be easily verified that one can almost always find a rota
tion which allows one to eliminate the y 2x term while pre
serving the y3 one. There exist just two exceptions: 

V= (x ± iy)3 

and 

(3.2) 

Incidentally, both potentials (3.2) are integrable. The first is 
manifestly separable while the second belongs to the quasise
parable case we introduced in Eq. (15) of Ref. 3. Both possess 
a second integral of motion quadratic in velocities. From 
now on, we limit ourselves to potentials of the form 

V = y3 + bx2y + ex3. (3.3) 

A. Painleve analysis of the equations of motion 

We will very closely follow the calculations of Ref. 3. 
The equations of motion are 

ji = - 3y2 - bx2
, (3.4) 

x = - 2bxy - 3ex2. (3.5) 

There are singularities in the neighborhood of which x andy 
both behave as (t - to)-2. In addition, there are singularities 
whereybehaves as (t - to)-2 butx does not diverge that fast. 
Let us first consider the latter case. Equation (3.4) fixes the 
coefficient of the leading term ofy. We write 

y = y(t - to)-2 + e(t - to)-2, 

where e-+O as t-to, and by equating the fastest diverging 
terms we find 

6r= -3r· 
Sincey must actually diverge as (t - to)-2, r#O, and thus 

r= -2. 
The possible behaviors for x are determined by (3.5). Let s be 
the power dependence of x, i.e. 

z a: (t - to)S; 

we find, by equating the fastest diverging terms, 

sIs - 1) = 4b. (3.6) 

We should demand that s be an integer because here weak 
Painleve and Painleve coincide. However, if e = 0, the equa
tion for y contains only even powers of x, the equation for x 
contains only odd powers of x, and the system can be written 
in terms of y and x 2

• In that case, the Painleve property may 
be satisfied by x 2 rather than x, and this means that s may be 
a half-integer but only for e = 0. The search for resonances 
does not lead to any new condition (Ref. 3). 

Let us now consider the case where both x and y diverge 
as (t - tof, i.e., 
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x = art - to)-2 + el(t - to)-2, 

y = /3 (t - to)-2 + e2(t - to)-2. 

where eland e2 go to zero as t-to. 
The equations for a and /3 are 

6/3 = - 3/3 2 - ba2
, 

6a = - 2ba/3 - 3ca2; 

(3.7) 

(3.8) 

again a may not vanish as x actually diverges as (t - to)-2. 
Thus (3.8) may be rewritten: 

6 = - 2b/3 - 3ea. (3.9) 

In general, this system has two couples of solution (a,/3). For 
each of them, a resonance n will occur whenever the determi
nant of the matrix M vanishes, where M is given by 

M = ((n - 2)(n - 3) + 2b/3 + 6ca 
+2ba 

+2ba ) 
(n - 2)(n - 3) + 6/3 . 

Note that n only enters through the expression 
N = (n - 2)(n - 3). One solution is N = 12, which corre
sponds to n = - I and n = 6. Indeed, using (3.7) and (3.9), 
the matrix M becomes 

_ (- 2b/3 
M- 2ba 

and its determinant clearly vanishes. The other solution N' 
for N satisfies: 

N' + 12 = - (2b/3 + 6ea + 6(3). 

Using once more Eq. (3.9), one finds 

N' = (2b - 6)/3. (3.10) 

The two choices of the couple (a,/3 ) lead to two values of N'. 
Substituting a from Eq. (3.9) into (3.7), we find a second
order equation for /3: 

/3 2(27e2 + 4b 3) + /3 (54c2 + 24b 2) + 36b = 0. 

Its solutions /31 and /32 are such that 

54c1 + 24b 2 2 (2b - 6)4b 1 
/31 + /31 = 27e1 + 4b 3 - + 27e2 + 4b 3 ' 

36b 
/31/31 = 27e2 + 4b 3 

The corresponding solutions NI and N1 of (3.10) can be 
straightforwardly shown to satisfy 

NI + N1 = - 2(2b - 6) + NIN1b /9. (3.11) 

This can be further symmetrized by remembering Eq. (3.6) 
and calling N3 the quantity sIs - 1). There results 

36(NI + N z + N3 - 12) = N IN1N 3. (3.12) 

A necessary condition for the Painleve property to be satis
fied is that NI and N2 also be ofthe form Pi (Pi - 1) with Pi 
integer and i = 1 or 2. 

Remember that s should also be an integer except if 
e = 0, in which case s may be a half-integer. For any choice 
of s or equivalently of b, N\ = N1 = 6 is a solution of Eq. 
(3.11). However, this solution does not lead to a Painleve 
potential but rather to a potential with logarithmic singular
ity which generalizes the well-known case of Ref. 8. 
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Besides this formal solution the only other solutions of (3.12) 
up to the obvious permutations of N I , N z, N3 are 

N3 = 0, NI = 0, Nz = 12, V = y3 + AX3, (3.13) 

N3 =~, NI = 90, Nz = 90, V = y3 + 3yxz/16(c = O!), 
(3.14) 

N3=2, N I =30, Nz =30, V=y3+ yxz/2, (3.15) 

N3 = 2, NI = 20, Nz = 90, V = y3 + yxz/2 + ix3/6v3. 
(3.16) 

Permutations of N I , Nz, N3 are equivalent to rotations that 
recover a = ° where a is the coefficient of yZx in the poten
tial. Note that one could have, through permutations, NI or 
N z = ~. In that case, expansions of both x and y contain half
integer powers of (t - to) and superficially do not look Pain
leve. However, the change of variables which recovers the 
Painleve property is evident, namely the rotation back to the 
case N3 = ~ and the choice (y,xZ) instead of (y,x). 

The case N3 = 12, NI = N z = 0, is not completely equi
valent to (3.13) because the rotation that leads from one case 
to another may be singular. The potential in that case writes 

V = y3 + 3xZy + flX 3. 

The appropriate choice of fl allows to recover all values of A 
in (3.13) except A = 0. Conversely, fl = ± 2i do not corre
spond to any A. These two conjugate potentials are not really 
separable. They enter in the quasiseparable class ofEq. (15) 
of Ref. 3. Potentials (3.14) and (3.15) have been identified by 
the La Jolla group.9 The first has been integrated indepen
dently by Hall lO and by Grammaticos, Dorizzi, and Pad
jen, II and the second has been integrated by Greene. lz 

The potential (3.16) is new. It is indeed integrable. The 
second integral of motion will be derived in the next subsec
tion. 

This exhausts all the Painleve potentials of degree 
three. 

B. Direct search for the integrals of motion 

As we have explained in Sec. II, the integrals of motion 
for the potential (3.3) quartic in velocities correspond to con
stant/; 'so (It goes without saying that the case of general/; 's, 
as well as the case of cubic integrals, have been examined as 
well. However, we will not burden the presentation by exhi
biting these calculations which did not yield any positive 
result.) With constant/; 's Eq. (2.10) is identically satisfied: x 
andy are quadratic in x, y. So one can integrate Eq. (2.9) for 
the gj' which gives 

go = ft(3yZx + x 3/3) + (21z - 21zb /3 + 4i4b /3 + 13)y3, 

gl =/1[3cx3 + 3(b - l)yxZ] + Iz(2bx3/3 + 2byZx) 
+ 13[ - 3cyZx + (3 - b /3)y3] - 4/4byZX, (3.17) 

gz = 4/4(y4 + byxZ) + 13(3cyxZ + byZx) 

+ if3b + 21zc + ft -lib )x3. 

Some integration constants have been taken equal to zero in 
(3.17), anticipating the results from the application of the 
compatibility condition (2.12). The latter applied to the g;'s 
of (3.17) leads to the following system, when one equates to 
zero the coefficient of each monomial xmy": 
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13(b - 3)(b - 45/2) = 0, 

lOb zJ; + 30cblz + (45cZ + 13b - 43b z/3)/1 = 0, 

4Obz.t4 + 3Ocbl3 + 4b (b - 3)lz/3 
+ ( - 90c + 60cb )11 = 0, (3.18) 

- 60bci4 + (- 45cz + 7b Z + 9b )/3 + 3Ocbl2 
+ 11(45 - 99b + 18b 2) = 0, 

(b - 3)(112bI4/3 + 30/3 - 56blz/3) = 0. 

The above system is linear in the/;'s but nonlinear in the 
coefficients band c of the potential. The solution ofthis sys
tem is straightforward but quite tedious. Seven distinct 
(within a complex conjugation) solutions were found in all. 

(a) b = 0, c free, 

(b) b = 3, c free. 

Those two solutions correspond to the separable potential 
(3.13), the two forms being equivalent within a rotation of 
coordinates which recovers a = ° in the potential. This case 
generalizes the usual separable form of the Henon-Heiles 
potential. 7 

(c) b = 3/16, c = 0, 

(d) b = 45/2, c = 178.jI4i. 

One recognizes in (c) the form (3.14), while case (d) corre
sponds to a rotation of(3.14). 

(e) b =!, c = i/6v3, 

(t) b = 5, c = 22i, 

(g) b = 45/2, c = 27v3/2i. 

These three cases correspond to (3.16) and its possible rota
tions. The only case which was not recovered in this analysis 
and necessitated the inclusion of quadratic terms in the/; 
was the potential (3.15), which corresponds to potential pa
rameters 

(h) b =!, c = 0, 

or, after a rotation 

(i) b = 15/2, c = 7i. 

The fourth order integral of cases (a,b ) and (h,i) is trivial as it 
is just the square of an integral quadratic in the velocities. 

On the contrary case (c,d) has a genuine fourth order 
integral: 

C = i4 - lYx2iz + !x3iy - i4x4y2 - -dsx6
• 

(Here we have preferred to takei4 = 0 and 10 #0 in order to 
alleviate the notations.) 

The same is true for the potential 

V = y3 + ~Zy + (i/6v3)x3. 

Its second integral of motion reads: 

C = y4 + 2yZi Z _ 2iyi3/v3 + (4y3 + 2yx2 - ix3/3v3l.Yz 

+ (iv3yx2 + x 3)iy + (4y3 - 2iv3y2x - ix3/3v3)i2 
+ 4y 6 + 4y4x 2 + iX3y3/3v3 

+ 5yZX4/4 + ix 5y/6v3 + x 6/54. 
So every case of integrability predicted by the Painleve 

analysis was indeed recovered by the direct approach for the 
computation of the integrals of motion. 
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IV. FOURTH DEGREE POLYNOMIAL POTENTIALS 

As in the previous section, we start by introducing a 
homogeneous polynomial potential, of degree four here: 

(4.1) 

and we perform a rotation in order to eliminate the termy3x, 
while keeping the termy4. 

In analogy to the case of cubic potentials, this turns 
out to be possible unless one deals with the potential 

V = (x ± iy)4 + p(X2 + y2)(X ± iyf (4.2) 

This is a potential of the quasiseparable class introduced in 
Eq. (15) of Ref. 3. It is integrable and possesses an integral 
quadratic in velocities. 

The potential resulting from the rotation, however, is 
still too general to allow for a complete investigation of the 
domain of integrability. So in the case of degree four poten
tials, we will not insist on the exhaustive nature of our analy
sis, contrary to what was done in Sec. III. In what follows we 
will limit ourselves to potentials which are parity symmetric 
separately in x andy, of the form 

(4.3) 

Before proceeding further, we remark that, in this form, the 
potential possesses two-well known integrable cases.8 The 
first one is the usual separable case: 

V = y4 + bx4, (4.4) 

which possesses an integral quadratic in the velocities. [In 
the special case b = 1, the separable potential is still of the 
form (4.3) after a rotation of 17'14, i.e., V = X4 + 6x2y2 + y4.] 
The second case is the rotationally invariant potential: 

V = (y2 + X2)2, (4.5) 

whose second integral of motion isjust the angular momen
tum. Actually, this potential is a member of the Darboux 
family we introduced in Ref. 3. 

A further case of quartic potential is encountered with
in the new family ofintegrable potentials presented in Ref. 3, 
and which possess integrals of motion quadratic in veloc
ities: 

(4.6) 
I 

A. Palnleve analysis of the equations of motion 

The equations of motion are 

ji = - 4y 3 _ 2ax2y, 

x = - 2axy2 - 4bx3
• 

(4.7) 

(4.8) 

There are three kinds of singularities. In the first case, both x 
and y diverge as (t - to) - '; in the second case, y diverges as 
(t - to) -', andx does not diverge that fast while the reverse is 
true in the third case. 

Let us first consider the second case. Equation (4.7) 
fixes the coefficient of the leading term ofy. In analogy with 
Sec. IlIA, if we define r by 

y = r(t - to)-' + E(t - to)-t, 

with E-o as t-to, we find 

r= -!. 
The possible behaviors for x are determined by (4.8). Let 

again s be the power dependence of x . We find 

s(s-l)=a. (4.9) 

Here, since the equation is even separately in x and y, it 
would suffice to satisfy the Painleve property for x 2 andy2. A 
necessary condition for this is that s be an integer or a ha1f
integer. A second necessary condition can be found by con
sidering the third case of singularity described above. By 
direct analogy, one finds 

alb = u(u - 1), (4.10) 

with u an integer or a half-integer. Let us now consider the 
singularity where both x andy diverge as (t - to)-', i.e., 

x = a(t - to)-' + E,(t - to)-', 

y ={3(t - to)-' + E2(t - to)-', 

where E I and E2 go to zero as t-to, and a and {3 satisfy 

2 = - 4{32 - 2aa2, (4.11) 

2 = - 2a{32 - 4ba2. (4.12) 

This system has in general several couples of solution (a,/3 ). 
For each of them a resonance will occur whenever the deter
minant of the matrix M vanishes, where M is given by 

_ ((n - l)(n - 2) + 12f32 + 2aa2 

M - 4aa{3 
4aa{3 ) 

(n - l)(n - 2) + 2a{32 + 12ba2 

Again, n only enters through the expression 
N = (n - l)(n - 2), and N = 6 is always a solution corre
sponding to n = - 1 and n = 4. Indeed, using (4.11) and 
(4.12), the matrix Mbecomes, with N = 6, 

( 
- 4aa2 

M= 
4aa{3 

4aa{3 ) 
- 4a{32 . 

The other solution N' for N satisfies 

N' + 6 = - (12 + 2a)/32 - (20 + 12b )a2. (4.13) 

A necessary condition for the Painleve property is that N' be 
of the form: 
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N'=v(v-l), (4.14) 

for every choice of the couple (a,/3) that solves (4.11) and 
(4.12), where v is an integer that could very well depend on 
the couple. However, a singularity of the second or third 
kind with s or u half-integers, in a rotated frame, appear as a 
singularity of the kind considered now with v a half-integer. 
In order to recover them we will also accept half-integer 
values ofv. 

The problem of finding all the possible values of a and b 
that satisfy (4.9), (4.10), and (4.14) with N' given by (4.13) for 
every choice of a couple (a,/3) that solves (4.11) and (4.12) is 

Grammaticos, Dorizzi, and Ramani 2293 



                                                                                                                                    

still very complicated. In analogy with what was done in Ref. 
3, we will try to find some solutions with the help of a simpli
fying assumption which is a slight extension of Eq. (25) of 
Ref. 3. This assumption is that the quantity 

(12 + 2a)/3 2 + (2a + 12b )a2, 

which appears on the right-hand side of equation (4.13), is a 
linear combination, as a polynomial in a and {3, of the quanti
ties 4{32 + 2aa2 and 2a{32 + 4ba2 that appear in Eqs. (4.11) 
and (4.12), with coefficients A and,u, which as a consequence 
satisfy 

12 + 2a = 4A + 2a,u, (4.15) 

2a + 12b = 2aA + 4b,u. (4.16) 

Then, for any a and{3, and in particular any solution of the 
system (4.11) and (4.12), the following will be automatically 
satisfied: 

N'+6=U+2,u. 

The problem is now to choose a and b such that 

U +2,u-6=v(v-I). (4.17) 

In that way, we will obtain only systems for which the reson
ances are the same for every choice of the couple (a,/3 ), which 
is certainly not a necessary condition. Thus we don't expect 
this search to be exhaustive. Even the arithmetic system 
(4.9), (4.10), (4.14) through (4.11), (4.12), is too vast to be 
solved in all generality. Here are the solutions we have 
found: 

(a) s = ~, u = 4, v = 4, A = 0, ,u = 9, 

(4.18) 

This polynomial has been described in Ref. 3. It has a second 
integral quadratic in the velocities. 

(b) s = 2, U = 2, v = 2, A + ,u = 4. 

(4.19) 

This polynomial has also been described in Ref. 3 (for A = 0, 
,u = 4). It is obviously integrable. 

(c) s = ~, u = 3, v = 7, A = - 9, ,u = 33, 

(4.20) 

This polynomial was not known to be integrable so far. As 
will be shown in the next subsection, it indeed possesses a 
second integral quartic in the velocities. 

(d) s =~, u = 17, v = 7/2, A = 39/40, ,u = 32/5, 

V=y4 + av2X2 + 3x4/1088. (4.21) 

Here v is a half-integer but so iss. No rotation ofx andy can 
be found that would completely separate integers from half
integers for all singularities at the same time. Thus, there is 
no change of variable for which this system would be Painle
ve. However, it could be "weak Painleve" in the sense of Ref. 
3. 

B. Direct search for the integrals of motion 

The first compatibility condition (2.10) applied on a po
tential of the form (4.3) gives 

(a - 2)/3 + (2b - a)/1 = 0. (4.22) 
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We first look for solutions with the/; 's constant; h can be 
taken equal to zero by adding to C the suitable multiple of the 
square of the Hamiltonian. 

Provided/; , a, and b obey (4.22), the equations for the gj 
can be integrated to give 

go =fo(4ax2y2 + 4bx4) + ft(jax3y + 4xy3) + h(2 - aI3}y4, 

gl = fo( - ~ayx3) + II [(3a - 6)xy + (3 - a16)x4] 

+ h(~axy3 + ~ayx3) + 13(3 - aI6}y4, (4.23) 

g2 = 10(~ax4) + /1(2 - a13)x4 + 13(~ axy3 + 4bx3y). 

Finally, the second compatibility relation is used to obtain a 
system of equations for the/; 's, a and b, the solution of which 
gives integrable quartic potentials: 

II(a - 6b)(a - 42b) = 0, 

ala - 6b )(2/0 - 12) = 0, 

2al3 + II WI(a,b ) = 0, 

(~)(a - 6)/2 + II W2(a,b ) = 0, 

a(1 - 4a13)/o + II W3(a,b) = 0, 

(4.24) 

13( - a2/3 + 16a - 48) + II W4(a,b) = 0, 

13(132 - 32a + 29a2/3) + II W5(a,b) = 0, 

where the W j 's are rather complicated expressions in term of 
a and b. 

The solutions of system (4.24) is quite analogous to that 
of the system (3.18). One finds immediately that the system 
has a solution for 

10 = I, /; = 0, i = 2,3,4. 

The seven Eqs. (4.24) with the condition (4.22) reduce then to 

a(1 - 4a13) = 0, ala - 6b) = 0. (4.25) 

-The case a = ° corresponds to the separable potential 
(4.4), the constant of motion being the square of a quadratic 
constant of motion. 

-The case a = 6b, a = a, i.e., a = a, b =!, 
v = y4 + ax2y2 + 0 4 (4.26) 

is just the new potential (4.20) provided by the Painleve anal
ysis. The constant of motion associated with it is written as 

C = :e + (24x2y2 + 4X4)X2 - 16x3yxy + 4x4y2 

+ 4x8 + 16x6y2 + 16x4y4. (4.27) 

However, no trace was found of a solution associated with 
the potential (4.21) at this order, even with the general form 
of the/; 'so This motivated an investigation of the existence of 
a second integral of motion at order five or six in the veloc
ities. We will not present here any of these cumbersome cal
culations. Their result is that the potential in question does 
not possess a second integral of motion up to order six. This, 
in itself, does not exclude the existence of higher order inte
grals. However, numerical studies of the surfaces of section 
exhibit a completely chaotic behavior, which is the signature 
of nonintegrability. 

V. PRECISE DEFINITION OF THE WEAK PAINLEVE 
PROPERTY 

As we have seen, the nonintegrable potential (4.21) does 
not have the usual Painleve property. No rotation ofx andy 
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completely separates integer powers from half-integer ones 
for all singularities at the same time, wb.ich would be neces
sary for the system to be Painleve in terms of the rotated x2 

andy2. However, according to the definition of Ref. 3, which 
was only grossly stated at that stage, this potential appears to 
have the weak-Painleve property. Indeed, we said that for an 
integrable polynomial potential of degree p + 2 the solutions 
should be expansions in terms of (t - to)I/T, and we expected 
there r to be equal to p. The leading behavior in the neigbor
hood of a singularity is as (t - to) - 21 P, and one of the reson
ances is always at 2 + 4/ P which makes p a reasonable can
didate for the denominator of the natural power. Note, 
however, that, while, for p odd, there is no other candidate 
than p, for even p, p/2 is just as natural as p itself. In the case 
of the potential (4.21),p is equal to 2, and we do have an 
expansion in terms of (t - to)I/2. On the other hand, for all 
known integrable polynomials of even degree, the expan
sions are really in terms of(t - to)2I p. This is actually the case 
of the polynomials of the Darboux class8 and also for the new 
class described in Ref. 3 (in terms of x 2 and y rather than x 
andy). Finally it is also true for the potential (4.20). Thus it 
appears that, for even p, whenever an expansion is found in 
powers of(t - to)I/IPI2I, the potential is integrable. On the 
other hand, the case (4.21) above, which is associated with an 
expansion in (t - to)11 P, is not integrable. 

This has motivated a further investigation. We perturb 
potential (4.20) through the addition of a term that intro
duces half-integer powers. The new potential is 

V=y4 + ilx2 + Ax4 +A.x. (5.1) 

The addition of the linear term excludes the existence of a 
second constant of the motion quartic in the velocities. In
deed it is not possible to add to the constant (4.27) terms 
dependent on A. so as to recover a new constant for nonvan
ishing A.. This does not entirely preclude the existence of a 
higher order integral of the motion. None was found, how
ever up to order six. Again, the nonintegrability of this sys
tem has been confirmed by numerical studies of the surface 
of section which exhibit large scale chaos. 

As for the Painleve property, the resonances are, of 
course, not modified by the addition of a nondominant term. 
One can check that the new term does not introduce any 
logarithms at the resonances. The only modification is thus 
the introduction of half-integer powers. So we have here a 
second case where non integrability is associated with an ex
pansion in terms of(t - to)I/2 withp = 2. 

We can thus conclude with the following precise defini
tion of the weak Painleve property. We demand an expan
sion in terms of rational powers of(t - to). The denominator 
of the rational exponent should be 

p for odd p's, 

p/2 for even p's, 

where the degree of the polynomial potential is p + 2. Note 
that this choice is rather more natural than always taking p 
as denominator of the natural power because this is just the 
denominator of the exponent of the leading behavior. Indeed 
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the leading behavior being (t - to) - 21 P, the denominator is p 
when p is odd but is p/2 when p is even. 

VI. CONCLUSION 

In this work we have presented some new results based 
on the complex-plane singularity analysis of the equations of 
motion, using the weak Painleve concept we introduced in 
Ref. 1. The dynamical systems considered correspond to the 
motion of a particle in a two-dimensional homogeneous po
lynomial potential of degree three and four. The latter limi
tation was imposed by the sheer complexity of the problem. 
Two methods have been used in parallel in order to investi
gate the integrability, Painleve analysis, and direct computa
tion of the integral. For the case of cubic interactions we 
have reduced the condition for the validity of the Painleve 
property to a simple arithmetical equation of which we were 
able to exhibit all the solutions, leading to novel cases. For 
the case of quartic Hamiltonians, our search was not exhaus
tive. It led, nevertheless, to the discovery of new Painleve 
potentials. The integrability was, in each case, demonstrated 
explicitly through the direct calculation of the integrals of 
motion. This search is performed systematically order by 
order. It cannot thus constitute a criterion of nonintegrabi
lity whenever it fails to give a positive result. However, the 
non integrability up to integrals of order six for a quartic 
potential which seemingly satisfies the weak Painleve prop
erty, combined with the "nonusual" way this property is 
satisfied, makes the latter a serious candidate for nonintegra
bility. This has led us into considering in detail the notion of 
the "natural power," which is basic to the weak Painleve 
concept. 

So what emerges as a conclusion, from the results we 
presented in this series of papers, is that the Painleve proper
ty is a most useful tool for the investigation of the integrabi
lity of dynamical systems, which is far from having shown 
the limits of its possibilities. Actually the implementation of 
this property to dissipative two-dimensional systems ap
pears to be within reach. 
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I. INTRODUCTION 

One of the fundamental properties of the Korteweg-de 
Vries (KdV) equation 

u t =6uux -Uxxx ' u=u(x,t), (1.1) 

is that it has an infinite number of local conservation laws: 
that is, there is an infinite sequence of identities 

at Hq = aJq , q = 1,2,... (1.2) 

that follow formally from (1.1). (We write at = alat, 
a=alax.) The "conserved densities" Hq and "fluxes" Jq 

are elements of C [u IJ1 ] = the set of differential polynomials 
in u, i.e., polynomials in u and its x-derivatives u IJ1 = J'(u). 

Here is the charming construction, due to Gardner, 1 of 
these conservation laws. Consider another equation 

Wt = 6wwx - Wxxx + 6e2W2Wx, W = w(x,t). (1.3) 

It is easy to check that if w satisfies (1.3), then u(x,t ), given by 
the formula 

u=W+CW2 +ewx (1.4) 

satisfies (1.1). Now, rewrite (1.3) in the conservation form 

( 1.5) 

invert (1.4) (understood as an automorphism of differential 
rings qu il)] [[e]] __ qWIJ1 ] [[e]]) 

00 

w = u + L €'Pk , Pk E C[ui], (1.6) 
k~1 

substitute (1.6) into (1.5), and identify €'I-coefficients on both 
sides of the resulting equality: you get (1.2). 

What is the meaning of the Gardner trick? Notice that 
under the homomorphism (1.4), conservation laws (1.2) for 
the KdV equation (1.1) become conservation laws for the 
Gardner equation (1.3) which, therefore, is also an integrable 
system, that is, it has an infinite number of conservation 
laws. Thus, starting with the KdV equation (1.1), we have a 
curve (1.3) parametrized by dn the space of evolution equa
tions, and an integrable curve at that. Moreover, the map 
(1.4) tells us that we also have a reduction of our curve, that 
is, a regular map which sends any point on the curve into a 
base point with parameter e = 0 and is the identity at e = 0 

8) Supported by NSF and the United States Department of Energy. 
b) Supported by NSF. 

(We do not distinguish between evolution equations and 
their solutions; see, e.g., Ref. 2 for the spirit of algebraic 
treatment of evolution equations.) It is, then, irresistible to 
conjecture that (a) most, if not all, integrable systems cur
rently in circulation (see, e.g., Refs. 3-5) can be included in 
integrable one-parameter families, which we call deforma
tions, and, moreover, (b) these curves carry with them reduc
tions. There is some evidence available to back up this con
jecture (see, e.g., Refs. 6 and 7), though it is not at all clear 
what could be the underlying reasons for the existence of 
such a general phenomenon. 

The main result of this paper establishes the existence of 
deformations and rational reductions for all the general 
zero-curvature equations associated to simple Lie algebras.5 

Details will be given in the course of the paper via the follow
ing route: in Sec. II, we review the general zero-curvature 
equations associated to simple complex Lie algebras; in Sec. 
III, we study two different coordinate systems on the tangent 
bundle of the manifold of Cartan subalgebras of a given sim
ple Lie algebra. We find that these coordinate systems are 
related by a rational map. In Sec. IV, we interpret construc
tions of Sec. III as providing deformations and desired re
ductions. 

II. THE GENERAL ZERO-CURVATURE EQUATIONS 

In this section, we summarize the Wilson construction 
of the general zero-curvature equations.5 

Let 9 be a complex simple Lie algebra, F a regular semi
simple element of g, /a unique Cartan subalgebra containing 
F, so that we have 

9 = /Ell [/,g] = /Ell 1m ad F. (2.1) 

Let I = dim /denote the rank of 9 and let R C 1'* be the set 
of roots of (g, 1'). For every a E R, let Eu be a nonzero ele
ment of the corresponding root space, so that 

[/,g]= Ell CEu · (2.2) 
UER 

Let uu' aER, be differentially independent variables, and let 
B = C [uljl] be the differential algebra of polynomials in 
variables uljl with the derivation a acting on B through 
a(uljl) = ulj + I). We introduce a grading on B by setting 

deg uljl = j + 1. We set 9 = B ® 9 and extend the derivation 
c 

a and the grading deg to 9 by a (1 ® g) = 0, deg (1 ® g) = o. 
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Define U = l: Ua ® Ea , which, for brevity, we shall 
write as l: Ua Ea' Let A. be a formal parameter commuting 
with everything; set 

(2.3) 

For V E g [A. ], our general zero-curvature equations5 

[ a - u, at - V] = 0 

are equivalent to 

(2.4) 

atu = -av+ [U,V]. (2.4') 

These equations make sense if and only if the rhs of 
'-' 

(2.4') does not depend upon A. and lies in [/. g] = B ® 
c 

[/. g]. Here is the full description of all possible V's: 
Fix a natural number r;;. 1 and an element v E /. Let 

00 

W = I ViA. - i, Vi E g, Vo = V 
;=0 

(2.5) 

be a unique solution of the equation a w = [U, W] such that 
Vi is homogeneous of degree i. Set 

r 

V = I ViA. r - i, 

;=0 

00 

V _ = I ViA. r - i. 

;=r+ 1 

(2.6) 

From A. rw= V + V_, we have 

-av+ [U,V] =av_ - [U,V_], (2.7) 

and since the lhs does not involve any negative powers of A. 
whereas the rhs does not contain any positive powers, (2.7) is 
A.-independent. Picking out the terms of order zero in A., we 
rewrite (2.4') as 

ut = -vr.x+[u,vr]=[F,-Vr+l]' (2.8) 

which shows that the rhs belongs to ['J,9.] = ~. 
Now denote by at = at (v,r) the evolutionary (i.e., com

muting with a) derivation of B, which is defined by (2.8) via 

at(v,r)ua = a-component of [ F, - Vr+ 1] in (7.9]. 
(2.9) 

These are the equations we are going to deform. The 
properties of these equations are given in the following pro
position: 

Proposition 2.1: (i) Ifv,t:O then at(v,r),t:O. Thus we get I 
linearly independent derivations for each r. (ii) Let K denote 
the Killing form on 9 naturally extended to g, and set 
Hs = Hs(v) = s-IK (Vs+ l' F). Then the elements Hs, s;;' I 
are common nontrivial (i.e., they do not lie in aB) conserved 
densities of all evolution equations (2.9) (that is, atHs E aB). 
Thus we obtain I linearly independent conservation laws for 
each s;;' 1. (iii) Equations (2.9) can be written in Hamiltonian 
form 

oHr + 1 at(v,r)ua = -a(F)--, aER, 
OU -a 

(2.10) 

where %ua is the functional derivative with respect to ua . 

(See, e.g., Ref. 2 for the differential-algebraic version of cal
culus.) Thus all derivations at (v,r) (or corresponding 
"flows") commute with each other. 

The proofs follow from the general theory of Lax4 equa
tions. We shall not need them: our object of study is just Eqs. 
(2.4). 
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III. MANIFOLD OF CARTAN SUBALGEBRAS 

Let 9 be a simple Lie algebra over C, JY' the set of all 
Cartan subalgebras in g. JY' is a homogeneous space for the 
Lie group Aut (g) and we may regard JY' as a nonsingular 
algebraic variety. In this section, we study relations between 
two coordinate systems on (open piece of) JY'. (To avoid any 
confusion with the notations of the preceding section, the 
reader would do well to ignore temporarily the existence of 
Sec. II). 

Let Fbe a semisimple element of 9 such that the dimen
sion of the centralizer gF of F in 9 is minimal; in other words, 
F is regular semisimple. Then/:= gF is a Cartan subalgebra 
of g, and the rank of 9 is given by rk g: = dim/. We then have 

9 = / $ [F,g], [/. g] = [F,g] = Im(ad F). 
Let JY" be the open subset of JY' consisting of all /" E JY' 

satisfying the transversality condition 1" n[ F, g] = 10 J. We 
define a smooth map P:JY" -[ F, g] by requiring (F - P ( 1")) 
E /' for all 1" E JY". Then P (1") uniquely determines 1" by 
/' = gF- PI/') providedF - P(/') happens to be regularse
misimple; we denote by JY'" the set of all such 1" E JY" (for 
which it does happen). Then /E JY'" [since F - PI./') = F] 
andJY'"is open in JY'(sinceJY'" = [JY" which is open in JY] 
n [I the set of all regular semisimple elements J which is open 
open in g]). Therefore P is smooth and injective on the non
empty open subset JY'" of JY'. Since dim JY' = dim [F,g] 
( = dim 1m P ), it follows that the differential dP of the map P 
is surjective at all points 1" E JY'". 

Now let us consider the tangent bundle T(JY'") of JY'". 
Regarding P as providing a coordinate system for JY'", we 
identify T(JY'") with T( P( JY'"))~P (JY'") X [F, g], the tan
gent bundle of P (JY'"). Denote the coordinate system thus 
obtained on T (JY'") by (P,Px)E P(JY'") X [F,g]. 

Another coordinate system ( P,u) on P (JY'") X [F,g] 
may be defined as follows. Any WE 9 determines a holomor
phic vector field Xw on JY' as the generator of a one-param
eter family of diffeomorphisms exp (r ad w) restricted to JY': 
for any lEe 00 (JIt'), 

(Xwl)V') = lim r-1f!((exp(ad rw))·/') - 1(1")], 
r-->O 

The map w I---+X w is a Lie algebra homomorphism. Denote 
by Xwl./")ET/, (JIt') the value of Xw at 1". Then 
Xwl./") = 0 iff WEI". Thus the correspondence 

(/',xF_u(/'))+-+(PI./"),U), u E [F, g] 

defines our second coordinate system on T(JY'"). 
Our goal is to connect these coordinate systems. To ob

tain a connection between ( P,Px ) and ( P,u), consider a holo
morphic curve y:B-JY'" defined on an open ballB C C 
containing zero. Put P (r) = P (y(r)) for rEB, set P: = P (0), 
Px = dP( r)/drlr=o, and let ( P,U) correspond to( P,Px)' For 
the Cartan subalgebra y(r), when r-o, its general regular 
semisimple element near F - P [recall that gF - P = y(0)] can 
be written in two different forms (according to the two coor
dinate systems introduced above) as 

F-P-rPx +O(r), 

and 
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F-P+ T[F- u,F-P] + O(r) 

= (exp ad r( F - u))·( F - P) + O(r). 

Since y(r) is commutative, we have 

[F - P - rPx' F - P + T[ F - u, F - P ]] = 0 (r), 

or, putting 

T: = ad ( F - P), 

we get 

T2(p- u) = T(Px). 

We shall now analyze the correspondence 

(3.1) 

(3.2) 

( P, Px )_( P,u) given by (3.2), and we regard F as variable as 
well (we shall need this later). We note that the results below 
require only the assumption that 9 is a simple Lie algebra 
over a field k of characteristic zero, and in such a context we 
formulate our statements (one often needs k = R rather than 
k = C. We want to cover this case as well). 

The following lemma from linear algebra provides the 
basis for our analysis. 

Lemma 3.1: Let L be a vector space over a field k, with 
fixed basis wI, ... ,wn. Let r be an integer with 1 <,r<,n, and 
consider the algebraic variety 

M= !(T,T')EEndL XEndL Irank T'<,rj. 

Define an element A E k [M] (= regular functions on 
M)by 

A ( T,T')wI/\ ... /\ Wn 

= TT' w l /\ ... /\ TT'wr /\ wr+ I /\ ••• /\ wn. (3.3) 

(Both sides lie in the one-dimensional space A n( L ) with the 
basic vector w l /\ ••• /\ wn .) Then there exists T" E k [M] ® k 

End L such that 

T'TT" = T'A (3.4) 

in k [M] ® k End L [in other words, considered as a regular 
function on M with values in End L, T" satisfies 
T'TT"(T, T') = T'A (T,T')]. 

Proof Write TT'Wi = L;~ I aijwj' 1 <,i<,n, where aij 
E k [M]. Define the matrix a = (aij )1<;iJ<;r, then A = det a. 
Next we take the matrix a' = (a'ij )1 <;i,j..;r such that 
aa' = a'a = A In so that a'ij E k [MJ, Set, for 1 <,i<,r, 

W, = L;~ I a'ijwj' SOAWi = L;~ I aij Wj' Now we can define 
T" (for the fixed Tand T')by T"wj = T'wj' 1<J<,r, 
T"wj = 0, r<i<,n, Since, for 1 <,i<,r, TT'Wi = TT'Lj~ I 
a'ij Wi = Lj~ I a'ijTT'wj = L;~ la'ijLZ~ I ajkwk 
=Lj,k ~ la'ijajkwk (mod L r : = kWr+ I + ... + kwn) = AWi 
(mod L r ), we have, again for l<,i<,r, T"TT'Wi = T" 
(AwimodLr ) = T"(Awi) =AT"Wi =AT'wi · Thus 
(T"TT' - AT') = 0 on I> = kWI + ... + kWr and since 
AWiE r r, we get (T"TT' - AT'jA = 0 on 
L r: = kWI + ... + kwr. Now rk T'<,r, so T'(L) = T'(L l 
Thus if A #0, then T"TT'-AT' = OonL. But Mis irredu
cible, and A is regular and not identically zero on M. There
fore T" TT' - AT' =0 always. 

Q.E.D. 

We now use Lemma 3.1 in the situation: L = g, 
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r = dim 9 - rk g, and T, T' on M are given by 
T= ad( F - P), T' = ad FwherePE 9 and FE 9 is regular 
semisimple. If F is regular semisimple, i.e., dim g1" = rk g, 
and [F, g] n g1" - P = ! 0 j, we choose a basis WI"'" Wn in 9 in 
the following manner: take WI"'" Wr such that [F, wtl, 
... , [F, wr ] are linearly independent (we can do this sinceFis 
regular so dim (1m ad F) = n - dim g1" = r), then 
TT'wI = T([F,wl]), ... ,TT'wr = T([F,wr])arealsolinearly 
independent (since [F,g] n 9 F- P = ! OJ). Now choose com
plementary vectors wr+ 1,,,,,Wn such that A #0, see (3.3). 
Now define, via Lemma 3.1, the element 

S = A -IT"T. (3.5) 
Claim: S is the projection of 9 onto [F, g] along gf' - p. 

Indeed,ST' =A --IT"TT' =A -IAT' = T', thusS 
= Id on 1m T' = 1m ad F. On the other hand, if y E g1" P 

= Ker ad(F - P) = Ker T, that is, Ty = 0, then 
Sy = A - IT" Ty = O. To sum up, S is a rational function of 
( F,P) E 9 X 9 defined whenever dim g1" = rk 9 and [ F,g] n 
g1" P = [OJ. 

Applying this claim to our basic equation (3.2), written 
in the form 

Px =S([F-P,P-u]), (3.6) 

we get Px as a regular function on the following Zariski
locally-closed subset Z of 9 X 9 X g: 

Z: = ! (F,P,u)ldim g1" = rk g; P,u E [F,g]; 

[F,g]ng1"-P=!Ojj. (3.7) 

Denote by Y the analogous set of ( F,P,Px) obtained by re
placing u by Px in (3.7). 

Now let Q be the projection of 9 onto [F - P, g] along 
g1" p. Then, as above for S, Q is a rational function of ( F,P ) E 

9 X 9 defined whenever F - P is regular semisimple (perhaps 
we should stress that in all matters unrelated to our problem 
of connecting coordinate systems, we treat F and P as free 
variables). 

Turning back to our basic equation (3.2), we rewrite it 
with the help of Q as 

T(P- u) = Q(Px). (3.8) 

Since ad F is an isomorphism on [F,g] = Im(ad F), we can 
define P', u' E [F, g] by P = [F, P'], u = [F, u']. Then 
P - u = T'(P' - u') and we have, by Lemma 3.1, 

A (P- u) =AT'(P' - u') = T"TT'(P' - u') 

= T"T(P- u) = T"(Q(Px))' 

This shows that u is a regular function on the Zariski-Iocally
closed set 

Y': = [( F,P,Px ) E Y I ( F - P) is regular semisimple I 
(recall thatA #Oon Y). DenotingZ' = [( F,P,u) E Z I( F - F
is regular semisimple j, we collect the results of this reason
ing in the following theorem. 

Theorem 3.2: The maps Z-+Y, given by (3.6), and 
Y'-+Z', given by (3.8), are regular. In particular, our basic 
Eq. (3.2) determines an everywhere-defined birational corre
spondence Y' _Z '. 

Now we can analyze different asymptotics connected 
with the correspondence Y' -Z '. 
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Theorem 3.3: (a) Fix a regular semisimple Fo and P, Px E 
[Fo,g]. Set F = E-IFo' Then u = P + 0 (E) as E~. (b) Fix a 
regular semisimple FE g and Po, po.x E [F,g]. Set P = vPo, 
Px = vPox ' Then [F,u] = v([F,Po] - pO•x ) + O(v), as v~O 
(equivalently, u = v(Po - (ad F)-I pO•x ) + O(v), where 
(ad F)-I is an isomorphism on [F, g] :3 po.x ). (c) Fix a regular 
semisimple FE g and let .I' = gF be the corresponding Cartan 
subalgebra with root system..:1. Then the determinant of the 
Frechet derivative of the linearization of the map (P,Px )~u, 

is given by 

II (1 - a( F)-Ia). (3.9) 
(l E..1 

Proof (a) In all three cases we use the fact that by 
Theorem 3.2, u is rational in the parameters involved: in the 
present case, as a function of E. Let us write then 
u = c(uo + 0 (E)) with some s<O and require uo#O for s < 0 
(we thus allow Uo = 0 for s = 0, taking care of the possibility 
of u having positive s-asymptotics in E). Rewriting (3.2) in 
long hand, we have 

[ad(E--IFo - pW[P- €'(uo + o (E))] 

= [ad(E-IFo-P)lPx =O(E- I)=O(C- 2
). 

This yields 

(adFofuo=O if s<O, 

(ad FoHP - uo) = 0 if s = O. 

But ad Fo is nonsingular on [Fo' g] which forces Uo = 0 for 
s < 0, a contradiction with the choice Uo # 0 made for s < O. 
Thus s = 0 and P - Uo = 0, proving (a). (b) For v~, write 
u = v(uo + 0 (v)), where s< 1 and uo#O for s < 1. Then, as 
above, (3.2) can be rewritten as 

[ad(F - VPo)2](VPO - u) = v[ F,Po.x ] + 0 (v), 

which yields 

(ad F)2U O = 0, if s < 1, 

(ad F)2(PO - uo) = (ad F)Po.x if s = 1, 

which forces, as above, s = 1 and po.x = [F, Po - uol. (c) If 
u = f( P,Px ) is a locally smooth map with 0 = f(O,O), its lin
earization I (f) (at zero) is defined by 
U = IU) (P,Px): = (d Idv) f(vP, vPx)lv~o. By (b), we get 
U = Po - (ad F)-I po.x • Choose a nonzero vector Ea in the 
root space ga for every root a E..:1. Then we can rewrite the 
above formula as 

ua =Paa -a(F)-lpoa•x • (3.10) 

Now recall that the Frechet derivative of any map ¢ given by 
a nonlinear differential operator of the form Ui = ui(vJ ml), 
l<i<n, 1 <.i<N, isann X NmatrixD (¢) of differential opera
tors, defined by 

au d 
D(¢)ij =~m>O __ '_am, a=-. 

avJm l dx 

Thus for the case (3.10), we get the matrix
diag( ... , 1 - a( F)-Ia, ... ), which implies (3.9). 
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Q.E.D. 

IV. EVOLUTION EQUATIONS 

In this section we construct deformations of Eqs. (2.4). 
The idea is to interpret them as defined on $"" rather than 
on g. 

We begin by recalling some simple notions from the 
calculus. Suppose N is a manifold (smooth, like everything 
else in this section), let D (N) denote the set of all vector fields 
on N [that is, derivations of C 00 (N).] Consider separately lR I 
with the coordinate x and vector field d I dx. If XED (N), a 
(local) trajectory of X is a map y:I I ~ N such that 

~y·=y·X, II isanintervalinlR l
, (4.1) 

dx 

understood as the equality of operators on C '" (N) [with val
ues in C "'(I I]. If one chooses a (local) coordinate system 
(Y1, ... ,Yn) on Nand if X = ~gi(y)alaYi> then (4.1) is equivalent 
to the familiar form of a system of ODE's: 

(4.2) 

If the field X depends upon parameters J.l1, ... ,J.lk (x may be 
one of them), definition (4.2) works equally well. 

What we need is a bit more. Suppose X and Yare two 
families of vector fields on N, and they both depend upon 
two parameters which we denote x and t. Consider 
12 = I I X I I with these coordinates x and t and fix two vector 
fields a = a lax and at = alat on 12. 

Definition 4.1: A trajectory of the pair X, Y is a map 
y: 12 ~ N such that 

a 
ax y. = y. X, (4.3) 

a -y. = y·Y. 
at 

(4.4) 

Definition-Proposition: Let X = X Ip) be a family of vec-
tor fields on N depending upon parameters J.l = 1p1'''',J.lk)' 

Then the set ofoperatorsX/-t: = ax ,1<i<k, defined by 
, aJ.li 

XI-'(h) = ~X(h), hEC"'(N), 
, aJ.li 

is again a family of vector fields on N with parameters J.l. 
Proof Differentiate, with respect to J.l" the equality 

X(h l h2) = hIX(h 2 ) + hzX(h.), h l ,h2 E C "'(N). 
Proposition 4.2: A trajectory y for the pair X, Y can be 

drawn through every point (x,t,n)EI 2 X N [i.e., y(x,t) = n] if 
and only if 

[X,y] - X t + Yx = 0, (4.5) 

as operator on C '" (N). 
Proof The only integrability condition for y is 

~ (4.3) = ~ (4.4), 
at ax 

as follows, e.g., from writing (4.3), (4.4) in local coordinates. 
We have then 

a a • a.x (.Y)X+ .X --y = -y = y y" 
at ax at 
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a a a 
--r"'= -r"'Y=(r"'X)Y+r"'Yx , ax at ax 

so 

r"'([X,Y] -x, + Yx ) = o. 
Q.E.D 

We remark in passing how to transform (4.5) into a 
more familiar form. Consider N: = N X I 2 and extend natu
rally on N vector fields X, Y, a and a" continuing to denote 
them by the same symbols. Then (4.5) can be written as 

(4.6) 

It is obvious now how to proceed. Rewrite (2.4) as 

[- U, - V] -( - U,)+( - Vx)=O, (4.7) 

and consider the representation of 9 in D (JY'''), as in Sec. III. 
Applying proposition 4.2, we see that (4.7) is the integrability 
condition for the system 

~ r* = r*( -X.<F_u)' (4.8) 

a 
- r* = r*( - x v), (4.9) at 

for u = u(x,t) fixed. Applying Theorem 3.2 to Eq. (4.8), we 
find u (or rather - u) as a rational function of P(r). This 
enables us to eliminate u in favor of r in (4.9) which thus 
becomes our deformed equation, if we define the deforma
tion parameter € as - A -1. Indeed, Theorem 3.3(a) then 
yields that - u = P(r) + o (E), thus - P(r) (or - r) is the 
deformed variable (analog ofw in (1.3)]. 

Proposition 4.3: Deformed Eq. (4.9) is not equivalant to 
undeformed one (2.4) under any change of variables. 

Proof Use existence of the reduction (4.8). If(4.9) were 
equivalent to (2.4), the map Uf-~r which inverts (4.8) (under-
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stood as a rational map ']"t--+-u by Theorem 3.2) will be a (finite) 
differential operator. In particular, its linearization will in
vert the linearization of (4.8). Therefore the Frechet deriva
tive of this linearization will invert the Frechet derivative of 
linearized (4.8). Taking determinants, we get a differential 
operator which inverts expression (3.9), which is a differen
tial operator of positive order [since a(F )=¢;O for a E L1 ], a 
contradiction. 

Q.E.D. 
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A sequence of numerically tractable higher-order parabolic approximations is derived for the 
reduced wave equation in an inhomogeneous medium. The derivation is motivated by a definition 
of waves propagating in a distinguished direction. For a homogeneous medium these definitions 
are exact and yield uncoupled, infinite-order parabolic equations which are equivalent to the wave 
equation. The difficulty of obtaining higher-order parabolic approximations for the elastic wave 
equation in an inhomogeneous medium is also discussed. 

PACS numbers: 03.40.Kf 

I. INTRODUCTION 

This paper presents the derivation of a sequence of in
creasingly accurate parabolic approximations to the reduced 
wave equation. The derivation has two parts. First, a distin
guished direction is assumed to be defined by the excitation 
of the medium (e.g., by an incident pencil oflight) and func
tions that approximate waves propagating in both senses of 
this direction are defined. The sum of these functions is the 
full field within the medium. Next, a pair of coupled equa
tions for these functions is derived. This pair is a first-order 
system in the distinguished direction and is equivalent to the 
reduced wave equation. Parabolic approximations result 
from neglecting the coupling terms in this pair. 

The problem of identifying waves propagating in a giv
en direction in a nonuniform medium was first discussed by 
Bremmer. I Motivated by this work a rederivation of the 
Leontovich-Fock approximation,2 and several related ap
proximations, were given in Ref. 3. The most accurate para
bolic approximation to the Helmholtz equation was derived 
in Ref. 4. The results derived here, though less accurate, 
appear to be more amenable to numerical integration than 
those in Ref. 4. 

Parabolic approximations to the elastic wave equation 
are also discussed. Further justification for some of the re
sults in Ref. 5 is given, and the difficulty of obtaining higher 
parabolic approximations to the elastic wave equation is dis
cussed. 

II. DEFINITION OF WAVES PROPAGATING IN A 
DISTINGUISHED DIRECTION 

Consider the Helmholtz equation 

.J 1/1 (x) + k 2(X) 1/1 (x) = 0 (2.1) 

when k 2(X) = k ~, k ~ const. Solutions of (2.1) can be written 

I/I(x) = feiP,xA (p)8(p2 - k6) d 3 p. (2.2) 

Equation (2.2) expresses 1/1 (x) as a superposition of plane 
waves. Each plane wave component satisfies (2.1) with 
p2 = k 6. The function A (p) depends upon the boundary con-

a Permanent address: Department of Mathematics, University of Nebraska, 
Lincoln, NE 68588. 
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ditions of the problem. If the boundary conditions single out 
a particular direction of propagation (e.g., an incident pencil 
oflight singles out the direction along the incident beam), it 
is of interest to define functions that are good approxima
tions to the components of the wave propagating in either 
sense of the distinguished direction. 

Assume the distinguished direction is the x I axis and let 
p I denote the x I component of momentum and R = (Pz, P3) 
denote the momentum transverse to PI' For the boundary 
conditions of interest the amplitUde factor A (p) will contain 
only small contributors due to R. Thus an approximate de
composition of 1/1 (x) into upward and downward waves is 
sought when A (p) is a sharply peaked function of PI' 

To obtain this decomposition first define Xl = (X2' x 3) 

and in (2.2) integrate with respect to PI' The result is 

1/1 (x) = f {A + exp[i(k~ - R 2) 1/2X d 

+ A - exp [ - ilk 6 - R 2)I12XI] }e'R'X1 d 2R. (2.3) 

This representation of 1/1 suggests the definition 

1/1 ± (x) = fA ± exp[ ± ilk ~ - R 2)1/2XI ]e'R•
X, d lR, 

(2.4) 
where 1/1 ± are the upward and downward components, re
spectively, of 1/1. 

Now from Eq. (2.3) it follows that 

I/Ix, (x) = fi(k 6 - R 2)1/2{A + exp[ ilk 6 - R 2)1/2Xl] 

- A - exp [ - ilk 6 - R 2)1/2Xl] }e'R' X1 d 2R, 
(2.5) 

where the SUbscript x I denotes partial differentiation. Byas
sumption, the region of interest is pi ~k ~; i.e., R 2/k 6.( 1. 
Thus, 

(k ~ - R 2)1/2 = ko(1 - R 2/2k 6 - R 4/8k 6 - ... ). (2.6) 

Using the fact that 

f R 2NA ± exp[ ± ilk 6 - R 2)1/2xde'R'Xl d 2R 

_(.Jl)NfA ± exp[ ±i(k6 _R2)1/2xde'R'Xld2R, 

(2.7) 
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where 

a2 a2 

..::11 =-+-. (2.8) 
ax~ ax~ 

it follows that Eq. (2.5) can be written as 

_1_ '/Ix (x) = (1 + _1_..::1 1)l/2f{A + exp[i(k~ - R )1/2Xd 
iko ' k ~ 

-A - exp[ -i(q _R2)1I2xd}e'R.Xld2R. (2.9) 

Combining Eqs. (2.3) and (2.9) and using Eq. (2.4), it is now 
seen that 

'/I ±(x) = H '/I ± (lIikol[ 1 + (1!k~)..::i1] -1I2'/1x, l. 
(2.10) 

Equation (2.10) provides a technique for approximating 
'/I ±. Let S N I denote the first N + 1 terms in the formal 
series expansion of[ 1 + ( 11k ~)..::i 1] - 1/2 and define 

'/Iii =H'/I±(lIiko)SN I'/Iz] =Dii'/l. (2.11) 

Now the operators D ii approximately project out the ± 
components of '/I so that '/I ii ~ '/I ± with the accuracy of the 
approximation increasing as N-oo. 

Ifk2(x) = k~(1 + 7J(X)) and 7J(x) is small and slowly var
ying, the definitions (2.11) should continue to represent a 
good approximate decomposition of '/I into upward and 
downward components. A more nearly exact sequence of 
definitions of ± components would be obtained from the 
expansion of[k 2(X) + ..::1 1 ]-1/2.4 However, due to the lack of 
commutivity of k 2(X) and ~ l' it is not apparent how to expli
citly express these definitions short of a spectral analysis of 
[k2(X) +..::1 1r I/2 . 

Having settled on definitions of '/I ± for a medium with 
small and slowly varying inhomogeneities, the next step is to 
obtain coupled equations for the components. This is done in 
the following section. 

III. DERIVATION OF HIGHER ORDER PARABOLIC 
APPROXIMATIONS 

From the definitions of '/I ± given in Eq. (2.11), it fol
lows that 

(3.1) 

and 

(3.2) 

for N = 0,1,2,.·· . In Eq. (3.2), SN denotes the first N + 1 
terms in the formal series expansion of [1 + (11 k ~ )..::i 1 P /2. 

To simplify the notation, the subscript N will be deleted from 
ensuing calculations in this section. The final results can be 
interpreted by appending subscript N to all functions '/I ± 

and operators S. 
DitferentiatingEq. (3.2) with respect tox i and using Eq. 

(2.1) to eliminate a 2 '/II axi yields 

iko~S('/I+ - '/1-) = - [k2(X) +~d('/I + + '/1-). 
aX I 

(3.3) 

Operating on Eq. (3.2) with ikoS produces 
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iko~S('/I+ - '/1-)= _k~S2('/I+ - '/1-). (3.4) 
aX I 

Adding and subtracting Eqs. (3.3) and (3.4) and rearranging 
terms yields the system 

[2iko~S + k2(X) +~1 + k~S2]'/I+ 
aX I 

= - [k2(X)+~1 _k~S2]'/I-, (3.5a) 

[2iko ~ S - k 2(X) - ~ 1 - k 6S 2] tp -
aX I 

= [k2(X) +~1 - k~S2] '/1+. (3.5b) 

The system (3.5) is equivalent to Eq. (2.1), and has theadvan
tage that a parabolic approximation to the system is easily 
justified. To see this, display the approximate phases of '/I ± 

by writing 

Substituting (3.6) into Eq. (3.5) yields 

[2iko ~S + k 2(X) + ~1 - 2k~S + k~S2]V+ 
aX I 

(3.6) 

= - [k2(X)+~1 _k~S2]e-2jk.,x,v-, (3.7a) 

[2iko~S - k2(X) -~1 + 2qS - k~S2]V
aX l 

= [k 2(X) + ~1 - k ~S2]e2ik.,x,v+. (3.7b) 

The parabolic approximations for v ± are obtained by sup
pressing the reflection terms in Eq. (3.7); i.e., replacing the 
right-hand sides of the equations with O. This approximation 
is valid since v ± and k 2(X) vary slowly relative to e ± ik.,x,. 
Thus, the parabolic approximations for v ± are 

[2iko a~l S±k~7J(X)±~1 ±k6(S- W]v± =0. 

(3.8) 

If S is chosen to be So, 

S=So = 1, 

then Eq. (3.8) becomes the Fock approximation 

[2iko a~1 ± k ~7J(x) ± ~1 ]Vo± = O. 

To obtain a higher order approximation, set 

S=Sj = 1 +(1/2k~)..::i1' 

which yields 

[ 
·k a k2 A i A a 21 0 - ± o7J(X) ± "-1 1 + -"-11 -

aX I ko aX I 

± 4~ 6 (~1)2 ]v1± = O. 

In the limit N-oo, with 

S=S", = (1 +~1Ik~)1/2, 

the systems (3.5) and (3.7) become 

(2iko a~l S'" ± 2k~ ± k~7J(x) ± U 1 J'/I! 

= + k 67J(X) '/I ! 

J. P. Corones and R. J. Krueger 
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and 

[2iko a~1 S"" ±2k~ ±k~1](x)+2k~S"" ±2.j1 ]u! 

= 4= k ~ 1](x)e =F 2iVIV ~ . (3.12) 

For a homogeneous medium, 1]=0, and the equations un
couple, yielding 

(iko a~1 S"" ± k ~ ±..::11)1/I ! = 0 

and 

(ikoa~IS"" ±q+k~S"" ±..::11)V! =0. 

IV. THE ELASTIC WAVE EQUATION 

The time independent elastodynamic wave equation for 
an isotropic medium is 

(A + 2/L)V(V·u) + (VA )(V·u) -/LVX(VXu) 

+ (V/L)X(VXu) + 2 [(V/L)'V]u + puiu = 0, (4.1) 

where A and /L are the Lame parameters, p is the mass den
sity, u = u(x) is the elastic wave displacement, and 
x = (x 1,x2,x3)eR 3 is a point in the medium. If A,/L, and pare 
constants then solutions of (4.1) are given by 

u(x) = f f f (kl~ [A(p)·p]pb(p
2 

- k~) 

+ {A(P) - k\ [A(P)'P]P}8(p2 - ki))eiP'X d 3p, (4.2) 

where 

and 

k ~ = pw2/(A + 2/L), 

k i = pw2l/L, 

p2 = P'P. 

As in Sec. II, A(p) depends on the boundary conditions of the 
problem. The integral of the first term in the integrand in 
(4.2) is the longitudinal wave UL and the second term yields 
the transverse wave uT • Assuming the distinguished direc
tion of propagation to the parallel to the x I axis, Eq. (4.2) 
yields 

uL = ut + uC, 

where 

Uc(x) = f f Ac((k~ - R 2) 1 12,P2,P3) 

Xexp! ±i[(k~ _R2)1/2XI 

+ PZX2 + P3X3] J dp2dp3' 

and 

AC (PI,P2,P3) = !(lIk ~ ~ k i - R 2) 

(4.3) 

(4.4) 

[A( ±Pl,P2,P3H ±Pl,P2,P3)]( ±Pl,P2,P3)' 

and 
(4.5) 

R 2 =p~ +p~. 

In this representation, ut is the upward or forward moving 
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component of the longitudinal wave, and uC is the down
ward moving component. Similarly, 

uT =u{ +u;, 

where 

and 

uf(x) = ffAf([k i -R2r12,P2,P3) 

Xexp! ± i[(k i - R 2)1/2XI 

+ PZX3 + P3X3] J dp2dp3' 

Af(PI,P2,P3) = !(lI~ki - R 2) 

(4.6) 

(4.7) 

X [A( ±PI,P2,P3) - (lIki)(A( ±Pl,P2,P3) 
.( ±PI,P2,P3))( ±PI,P2,P3)]' (4.8) 

In the same manner as in Sec. II, the ± components of 
UL and UT can be written as 

± I( 1 S - I auL ) uL = 1 U L ± -. - L -- , 
lkL aX I 

(4.9) 

± l( 1 S - 1 auT ) UT =1 UT ±-.- T -- . 
lkT aX I 

(4.10) 

The operator SL is given by 

SL = [1 + (lIki)..::1d I/2 

= lim SL,N' 
N~"" 

(4.11) 

where SL,N is the first N + 1 terms in the formal series expan
sion of SL' Also, 

S L 1 = [1 + (lIki)..::1d -1/2 

= lim S L.~. (4.12) 
N~"" 

The operator ST,N is defined similarly, with kT replacing kL 
in Eqs. (4.11) and (4.12). Notice that Eqs. (4.9) and (4.10) 
imply that 

(4.13) 

(4.14) 

In the same manner as in Sec. III, Eqs. (4.9) and (4.10) 
are used as definitions of uc and uf for the case when A, /L, 
and p are not constant. Write 

A (x) =,.1.0(1 +A (x)), 

/L(x) = /Lo(1 + ,u(x)), 

pIx) = Po(1 + pIx)), 
where ,.1.0' /Lo, and Po are constants, and define 

k i = poli.l2/(Ao + 2/Lo), 

k i = poli.l2//Lo 

(4.15) 

(4.16) 

(4.17) 

as the constants which appear in Eqs. (4.9)-(4.12). The func
tionsA,,u,p in Eqs. (4.15)-(4.17) are assumed to be small and 
slowly varying. 

Now write 

(4.18) 
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where ij,k are unit vectors along thex 1,x2,x3 axes. Since the 
distinguished direction of propagation is parallel to i, assume 
that 

uL :::::u1i 

and 

uT ::::: u:J + u3k. 

Similarly, assume that 

± ±" uL :::::u 1 I, 

uf :::::ul j + u3±k, 

where 

for n = 1,2,3. Now if the approximations 

SL :::::SL,O = 1, 

ST :::::ST,O = 1 

(4.19) 

(4.20) 

(4.21) 

(4.22) 

and (4.21) and (4.22) are used, then Eqs. (4.13) and (4.14) 
become 

'k (+ -) a (+ -) I LUI - U1 = - U1 + U1 , 
aXI 

'k (+ -) a (+ -)' 23 I T uj - uj = aX
I 

uj + uj , ] = , , 

which is the (To) splitting introduced in Ref. 5, Sec. 2. This 
provides additionaljustification for that splitting, along with 
the heuristics given in Ref. 5, Sec. 3. A careful examination 
of(4.5) and (4.8) shows that the assumptions (4.19) and (4.20) 
are valid only toO (k L I) and O(k i I). Consequently, the ap
proximations to Uc and uf will not be improved by consid
ering higher-order approximations to SL and ST in (4.13) 
and (4.14) such as SL,I' ST. 1 , etc. 

V. CONCLUSION 

The system of equations (3.5) [or (3.7)] has two types of 
coupling terms. There are couplings due to 77(X) (the inhomo
geneity of the medium) and those due to k 6 and Lil and their 
combinations. These later terms are present even if 77(x) is 
zero. Thus, for finite N, couplings (interpreted as reflections) 
exist even in homogeneous media. This unphysical feature is 
an artifact of the approximate identification of upward and 
downward waves. In the N- 00 limit, Eq. (3.12) results. In 
this case the only coupling is due to inhomogeneities in the 
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medium. This is an important feature of (3.12) shared with 
the results in Ref. 4. It appears that (3.11) and (3.12), though 
less accurate than the parabolic approximation in Ref. 4, are 
more tractable. Both results fully take into account what 
might be called the kinematics of the propagation, i.e., those 
factors which for finite N yield the spurious (or "kinemati
cal") reflections discussed above. 

Notice that (3.12) can formally be written 

[2ikoa~1 + 2k 6 ± 2k 6S ", ±k6S: 177(X)]V! 

= +k6S:I[77(x)exp(±2ikoX.)v!]. (5.1) 

If 77(X) = 0, this becomes 

(5.2) 

This agrees with a result in Ref. 6 for the homogeneous case 
and with Ref. 4. 

The results for the elastic case are much less satisfac
tory. The reason for this is that it is necessary to decompose u 
into polarization components as well as upward and down
ward components for each polarization. This prevents the 
derivation of higher parabolic approximations. However, 
the results presented here further justify the derivations in 
Ref. 5 of equations that describe the dominant features of 
propagation of elastic waves in media with small and slowly 
varying Lame parameters. 
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and simple states. Examples of applications 

Alfred M. Grundland 
Department of Physics, Institute of Geophysics, Warsaw University, 02-093 Warsaw, Pasteur 7, Poland 

Roman ielazny 
Institute of Nuclear Research, IBJ. 05-400 Otwock. Poland 

(Received 22 July 1981; accepted for publication 7 October 1982) 

This paper presents a new method of construction of solutions to nonlinear, nonelliptic systems of 
partial differential equations and especially nonhomogeneous ones. These equations have been 
considered from the point of view of integral elements. In particular the connections between the 
structure of the set of integral elements and the possibility of a construction of special classes of 
solutions have been studied. These classes consist of what is called simple waves and k waves (for 
homogeneous systems) and simple states (in the case of nonhomogeneous systems). They provide 
us with a possibility for a selection of simple integral elements from the set of all integral elements. 
Analyses have been performed using differential forms and Cartan theory of system in involution. 
The problem has been reduced to examining Pfaff forms. The Cauchy problem for Pfaff systems 
has been formulated and solved using the Riemann function. Some remarks concerning the notion 
of Backlund transformations for the case of k waves have been formulated. It is shown that, in 
contrast to simple wave, the simple state has no gradient catastrophy. The technique presented of 
constructing the solutions in form of simple states has been illustrated by the examples of 
Korteweg and de Vries and four-dimensional Klein-Gordon, sine-Gordon, and Liouville 
equations. It has been shown that the known soliton equations are closely connected with the 
elliptical functions and especially with the P-Weierstrass functions. 

PACS numbers: 03.40.Kf, 02.30.Jr 
I. INTRODUCTION 

This paper is a generalization and continuation of pre
vious papers 1.2 concerning nonelliptical system of partial dif
ferential equations (p.d.e.) of the first order with the analyti
cal coefficients of the type 

S!"( 1 I) a j ( ) _ b S( 1 I ) aj u , ... ,u -- u x - u , ... ,u , 
ax!" 

(1.1) 

where 

x = (x I , ... , xn )E go, u(x) = (u I(X), ... , u l (x)) E H , 

s = 1, ... ,m is the number of equations, 

f.l = 1, ... ,n is the number of independent variables, 

j = 1, ... ,/ is the number of unknown functions. 

The system (1.1) is a nonhomogeneous one with coeffi
cients dependent on the unknown functions (even when 
m;;;. I). The Euclidean space go -the space of independent 
variables-is called the physical space, go = R n 

, while the 
space H-the space of values of dependent variables-is 
called the hodograph3 space, H = RI. Let us assume that the 
initial conditions for the system (1.1) are smooth, i.e., 
Uo(X)E C I(W - 1 ). 

We are looking for solutions describing the propagation 
and nonlinear interactions of waves which can be realized in 
the above systems. 

Such solutions are of particular interest in such do
mains of physics as field theory, electrodynamics, mechanics 
of continuous media, plasma theory, quantum theory, and 
the theory of relativity. As is illustrated by the examples in 

-I Partially supported by NSF under Grant No. INT 73-20002, A-a I, for
merly GF-41958. 

the text, they cover a wide range of the wave phenomena 
arising in the presence of external forces. These phenomena 
are described by systems of equations of the form (1.1) or 
systems which can be reduced to that form by introducing 
new unknown functions. 

The methodological approach accepted in this work is 
based on the generalization of Riemann invariants.4

-
8 Lately 

this method has been extensively developed by M. Bur
nat9- 11 and next by Z. Peradzynski 12-16 and W. ZajlJcz
kowski. 17

,18 The results obtained for the homogeneous sys
tems were so promising that it seemed to be worthwhile to 
try to extend this method and check its effectiveness for the 
case of nonhomogeneous partial differential equations. This 
is in short the aim of the present paper. 

II. HOMOGENEOUS AND NONHOMOGENEOUS SIMPLE 
INTEGRAL ELEMENTS 

The starting point for this paper is to make an algebrai
zation (according to papers 1,19.20) of the considered system of 
Eqs. (1.1). Partial differential equations (1.1) can be written 
as follows: 

a~ f . 
-E tL~:atL~ = bSj . 
ax!" 

Definition 1: The matrix L ~ satisfying the above condi
tions at a given point UoE H we shall call an integral element 
of the system (1.1). 

The matrix L = II aujlax!"11 is a matrix of the tangent 
mapping21 du(x): go _ TuH given by the formula: 

. au j 

where ou J = -- ox!". 
ax!" 

Tangent mapping du(x) determines an element of linear 
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space L ('ll, TuH), which may be identified with the tensor 
product TuH ® 'll* (where 'll* is the space dual to'll, i.e., 
space of linear forms A: 'll -R I). As is well known22 each 
element of this tensor product is a finite sum of simple ten
sors, i.e., L = Y ® A, where AE'll * is a covariant vector and 
yETu H is a vector tangent to H at the point u. 

Definition 2: The integral element L ~ is called a simple 
element, if the rank IIL~ II = 1, i.e., when the corresponding 
tensor is a simple one. 

To determine a simple integral element L, we must find 
such a yE TuH and AE'll* which satisfy 

. {o for a homogeneous system, } 
as" yJ A = 

J " b S for a nonhomogeneous system, 
(2.1) 

s = I, ... ,m, f.1, = I, ... ,n, j = I, ... ,/. 

Simple elements of the system (2.1) will be denoted, re
spectively, y ® A for the homogeneous system [that is, when 
b (u) 0], and Yo ®A ° for nonhomogeneous system [when 
b (u)=¢=o]. The existence conditions for simple integral ele
ments can be derived directly from their algebraic represen
tation. Thus simple homogeneous elements are directly con
nected with the existence of characteristic vectors. Namely, 
the necessary and sufficient condition for the existence of a 
nonzero solution y of Eqs. (2.1) is 

rankllaj" A" II < I. (2.2) 

The relations (2.1) and (2.2) are called the wave relation 
and the dispersion relation, 13 respectively. If the covector A 
satisfies the dispersion relation (2.2), then there exists a po
larization vector YETuH, satisfying the wave relation (2.1). 
Thus there exists a relation between directions yandA. Con
versely, the vector y for which there exists a A such that (2.1) 
holds will be called a characteristic vector. 

The conditions of existence of the nonhomogeneous 
simple integral elements are determined by the Kronecker
Cappela theorem. Namely, the necessary conditions of exis
tence of a nonzero solution Yo of the system (2.1) is 

rankll(aj" A~, b S)II = rank II (at A ~)II. (2.3) 

For example, if m = 1 and if the determinant 
det(at A ~ ) i= 0, we can determine the polarization vector Yo 
by 

(2.4) 

and so the vector YoETuH is the function of the variables 
(u, A O)E H X 'll*. HenceH X 'll* 3 (u, A 0) -Yo(u, A 0) E TuH. 

Now we will show that the simple integral elements can 
be used for constructing solutions of the system (1.1). These 
solutions can be interpreted as a propagation and nonlinear 
interaction of many simple waves on the simple state. For 
these purposes let us remind the notions of simple wave and 
simple state. 

III. SIMPLE RIEMANN WAVES 

Now let us introduce the notion of the simple wave and 
simple state. These notions will provide us with a tool for an 
extraction of the simple integral elements from the set of all 
integral elements. Let the mapping u: D _H, (DC'll) be a 
solution of the system (1.1). 

Definition 3: The solution of the system (1.1) is called a 
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simple wave (for a homogeneous system) or a simple state (in 
the case of a nonhomogeneous system) if the tangent map
ping du(x) is a simple element at each point XoE D. 

In other words, the derived mapping [the tangent map
ping du(x)] of a simple wave (or a simple state) is a simple 
integral element. 

In that case it follows from the rank of the mapping 
theorem22 that u(D )CH is a one-dimensional submanifold, 
i.e., some curve r. Let Rf--+ fIR )E H be a parametrization of 
r. Then u(x) = fIR (x)), whereR (x) is a scalar function called 
Riemann-invariant. Since au j lax" = (dfj IdR) aR lax", 
then for the homogeneous system (1.1) the tangent vector 

d 
-f(R) = y(R ) ETf(R IH 
dR 

(3.1) 

is a characteristic vector. LetA (R ) be a characteristic covec
tor related to y(R ). Since u(x) satisfies Eqs. (1.1), covectors 
proportional to dR (x) are related to y(R ). Let us assume that 
the following equality holds: 

dR (x) = 5 (x) A (R (x)). 

When rankll at yj II = n - 1, the above assumption is 
automatically satisfied. That is a typical (i.e., generic) case 
for the system when we have more equations than indepen
dent variables (m > n). 

Now we prove that there exists a function ({i of one vari
able such that the following equation holds: R (x) = ({i (&(x)), 
where &(x) = A,,(R (x))·x" is the phase ofa simple wave. In
deedd&(x) = (I +5dA"ldR ·x") A" dX"; thus 
d& AdR = 0, sothatR (x) = ({i (&(x))in the neighborhood of 
the points where d&(x) does not vanish. 

On the other hand, let us consider a smooth curve r: 
u = fIR ) in the space ofhodographH with the tangent vector 
y(R ) = df IdR. 

Theorem 1: Let the curve r of the class C 1 be such that 
vector y(R ) given by condition (3.1) is a characteristic vector. 
Let also A (R ) be the characteristic covector related to y(R ) 
and ((i(') be an arbitrary smooth function of one variable. 

If the system 

u(x) = fIR (x)), 

R (x) = ({i(A
I
, (R (x)).xl-') 

(3.2) 

can be resolved with respect to variables u,R [i.e., u = u(x), 
R = R (x)], then the function u(x) is a solution of the homo
geneous system (1.1), i.e., 

(3.3) 

This solution is called a simple wave (Riemann wave). 
Proof Differentiating (3.2), we get23 

R = ip A (R), 
,x" 1 _ ip (dA"ldR ) .x" " 

(3.4) 

.. ip J~ 
u'~(x) =fJ R = Y /\'" , 

,X' ,R 'x" 1 _ ip (dA"ldR ) . x" ~ 

where ip (A,,(R). x")(dA,,(R )ldR). x"# 1, which is just the 
condition of a local resolvability of the system (3.3). Then 
uJ x"(x) is a simple element of the system (3,3) at the point u(x) 
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of the form: 

du(x) = sY ® A, i.e., (3.5) 

where the quantity 5=1=0 is considered as a variable depend
ing on x. Thus, by virtue ofthe relation (2.1), the function of 
the form u i =fi(R (x)) is a solution of Eqs. (1.1). It is well 
known22 that the Pfaff system (3.5) is a completely integrable 
one. Q.E.D. 

The form of the solution (3.2) suggests that a covector A 
should be treated as an analog of the wave vector (w,k), 
which determines the velocity and the direction of the propa
gation of the wave. However, unlike the case oflinear p.d.e., 
here (w,k) depends also on the value of the solution; there
fore, the profile q; of the wave is changing during its propaga
tion. 

IV. SIMPLE STATES 

In Refs. 1 and 2 it was proved that there exist solutions 
of the system (1.1) for which the derivative du(x) of the map
ping u are the nonhomogeneous simple elements: 

du(x) = yf) ®A 0, where aj"Y6A ~ = b s, (4.1) 
A 0 =A ~(u) dXftEg>*, Yo = yo(u, A 0) ETuH. 

In contrast to the condition (3.5) defining the simple 
wave in the homogeneous system, the expression (4.1) does 
not include a functions of the variable x, and, moreover, the 
conditions, of integrability are not automatically satisfied. 
The Frobenius theorem imposes certain conditions, so
called conditions ofinvolutivity, on the form of the covector 
A 0 in the formula (4.1). The conditions of compatibility (that 
is, the symmetry of the second derivatives-Schwarz 
lemma) are of the form d (du(x)) = dYol\A 0 + yo®dA 0 = 0, 
modulo Eqs. (3.6), where23 

i ,0 
dyo = Yo u,du = Yo.Yo ® /l. , 

dA 0 = du i 1\ A 0 = A 01\ A 0 • 
.u' ,Yo 

Namely, the system (4.1) has a solution (is completely inte
grable) if I A o.Yo I\A 0 = o. 

It means that the direction of A 0 is constant along the 
field Yo' and then by renormalization A 0---+ aA 0, Yo ---+(1/ 
a) Yo, where a = a(u), one can get A 0 constant along the field 
Yo, i.e., 

(4.2) 

Thus the image of a solution is a curve u = fIR ) tangent to the 
field Yo; what is more, one can choose its parametrization 
suchthatdf IdR = yo(f(R )).ASA °(f(R )) = const = : A O,so 

ui = f i(A ~ ·xft ) (4.3) 

is a solution of a nonhomogeneous equation: 

aSftui = a~ft dfi A 0 = a~ft yi A 0 = b S. 
J ,xl' J dR ft J 0 ft 

So as a Riemann invariant we can choose the linear function 
R (x) = A ~ xft. 

Equation (4.3) determines the solution u = u(x) corre
sponding to the integral curve u = fIR ) of the field Yo' Such 
solutions will be called simple states. 

Let us notice that since A 0 is a constant I-form for a 
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simple state so obtained, the solution is constant on (n - 1)
dimensional hyperplanes, which are parallel to each other 
and perpendicular to the field A o. Hence in this case the gra
dient catastrophy does not take place. 

The name of simple wave we reserve exclusively for so
lutions of the homogeneous systems. One of the arguments 
for such an approach is the fact that the accepted definition 
of the simple state can be used for elliptic equations as well. 
Such equations have no solutions, which can be interpreted 
physically as waves. On the other hand it should be noticed 
that some phenomena which are defined as waves in the tra
ditional (physical) terminology can be described in terms of 
the notion of the simple state. For example, a localized dis
turbance propagating in a nonhomogeneous system and 
called a solitary wave (or a soliton in some cases) corresponds 
to a simple state. Physically a simple state describes a distur
bance which possesses, in contrast to a simple wave, a well
defined profile as well as a constant velocity and direction of 
propagation. Moreover, the simple state has no gradient ca
tastrophy (i.e., all partial derivatives lu j xl'1 of the solution 
are bounded in the whole domain). 

The demand of complete integrability of the system 
(4.1) is a strong assumption [i.e., system (4.2) may have solu
tions being not integrable]. So one cannot claim that the 
method described above gives all simple states of the system. 
For example, when m = 1= 1, i.e., for only I-scalar equa
tion: aft(u) JulJxft = b (u), each solution is a simple state be
cause rankllJulJxftl1 = 1, but most of solutions does not 
have the form (4.3). 

The same may happen in a general case n > m, i.e., when 
the system (1.1) is overdetermined since the solutions being 
simple states generally do not have to be of the form (4.3). 

Let us notice, however, that if 

u(x) = fIR (x)) (4.4) 

is the simple state for system (1.1), for which the matrix 
aj"(f(R ))ij (R ) is a reversible one, then by inserting (4.4) 
into Eq. (1.1), 

aj"(f(R ))jJ (R ) JR = b s(f(R )), 
Jxft 

we obtain relation of the form JR I Jxft = Aft (R ). It implies 
[considering d (dR ) = 0] that 

A.R I\A = O. (4.5) 

HenceA (R) = aiR) A °andthusR (x) = W(A ~ xfl).Changing 
the parametrization R = W (R ), we have u(x) = i(R (x)), 
where R (x) = A ~ xft is a linear function. 

We now try to find the simple state u = fIR (x)) of the 
nonhomogeneous system (1.1) demanding that the superpo
sition ofthefunctionsxf---+R (x) and Rf---+f(R ) satisfy automati
cally the equation 

aj"(f(R (x)))i j(R (x)) JR = b S (f(R (x))). 
Jxft 

If we want the condition for variable R (x) to not contain 
the functionf(·), it will be natural to postulate that the func
tion R (x) is the solution of the system JR IJxft = Aft(R). As 
we know, the function Aft (R ) must take form Aft(R ) 
= 5 (R ) A ~ [vide (4.5)] if the above system is a solvable one. 

Let us consider a nonhomogeneous system of Eqs. (1.1) 
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with m = 1. Let us also assume that A ° = ( A ~)E 'l? is such a 
constant covector that the matrix II at(u) A ~ II: = II cjll is a 
nonsingular one in the neighborhood of point UoE H. Let 
matrix II cf(ulll be the inverse matrix. 

Theorem 2. Let us assume that an arbitrary function 
t(R )#0 is of a class C I and: 

(1) R 1:3 Rf--+ !(R )E H is an integral curve of the system 
of ordinary differential equations:i = (lit) cf(f) b s(f) sa
tisfying an initial condition!(O) = uo' 

(2) RI:3 & ~ R (&) E R 1 is a solution of the ordinary 
equation R = t (R ) with an initial condition R (0) = 0. 

Then the function 

u(x): = !(R ( A ~ xJl)) (4.6) 

is the simple state of system (1.1) satisfying the initial condi
tion u(O) = Uo' 

Proof results directly from inserting (4.6) into (1.1) and 
using assumptions (1) and (2): 

SJl( ) au
J 

a· u-
) axJl 

= at(f(R ))i J(R ).,1. ~ R (A ~ xJl) 

= cj(f(R ))iJ(R) t(R) 

= [lIt(R)] bS(f(R )),t(R) = bS(f(R)) = bS(u). 

Let us notice that the following function 
'l? :3 ~ R ( A ~ XJl)E R 1 is Riemann invariant in this 
case. Q.E.D. 

Theorem 3: Let u = fiR ) be the curve of class C 1 in the 
space H and A ° = (A ~)E 'l? * be a constant covector; let 
t (R )ER 1 also be variable such that 

t (R ) at(f(R ))i J(R ) A ~ = b s(f(R )). (4.7) 

If q;( & lis the solution of ordinary differential equation 
oftheformdq;ld& =t(q;), where & =A~ xJl, then 

u(x) = !(R (x)), R (x) = q; (A ~ xJl ) (4.8) 

is the simple state. 
Proof In fact, differentiating (4.8), we have 

au
J 

= ij(R) dq; ,1.0 
axJl d& Jl 

= i J(R ) t (R ) A ~ ; 

hence 

at ~:~ = ajJl(f(R ))i J(R ) 5 (R ) A ~ 
= bS(f(R)). 

Let us denote 

c(R): = II ajll(f(R ))jJ(R JlIEL ( 'l?*, Rm). 

Then the one-parameter family of subspaces 

c(R )-1. {spanb (f(R ))'\ {OJ} (when m = n) 

(4.9) 
Q.E.D. 

must have a common element in 'l? *-i.e., ( A ~). This is the 
condition guaranteeing the existence of AE 'l? * and 5 (R )E IR I. 

Theorem 4: Let R~ !(R ) be a curve of class C I in the 
hodograph space H. Let us assume that the linear homogen
eous system of equations 
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(4.10) 

where BSJl(R ): = at(f(R ))iJ(R), and BS(R ): = bS(f(R)) 
has a solution 

F=F(R,x). 

If the system 

u =f(R), F(R, x) = ° (4.11) 

is uniquely resolved with respect to R,u then the function 
u(x) is a simple state of nonhomogeneous system (Ll). 

Proof From resolvability (4.11) it arises that one can 
resolve the equation F(R, x) = ° with respect to R, if 

aR aFlaxJl 
-=--~-
axJl aFlaR 

From (4.10) it results 

BSJl(R) aR = BS(R); (4.12) 
axJl 

hence ajll(f(R ))i J(R ) aR lax!" = b s(f(R )). 
That ends the proof, since in presence of Eq. (4.11) we 

have auJlaxJl = iJ(R) aR laxJl . Q.E.D. 
Remark 1: Ifm = nand the matrix II BSJl(R )11 is a rever

sible one, then Eq. (4.12) can be written in the form 

aR = A (R) 
axJl Jl ' 

whereAJl: = B S bSJl and II bsJlII: = II BSJlII-I. Hence, as we 
know [vide (4.4)], 

AJl (R ) = A ~ 5 (R), R (x) = R (A ~ xJl) 

and equation 

BSJl(R )AJl(R) = BS(R) 

gives exactly Eq. (4.6). Thus in this case both methods are 
equivalent. 

V. THE EXAMPLES OF APPLICATIONS OF SIMPLE 
STATES FOR THE NONLINEAR NONHOMOGENEOUS 
EQUATIONS 

Now we shall present a few examples which will illus
trate the theoretical considerations. Let us consider the 
equation of the second order: 

gJlVq;,xI'xv = b (q;), p,v = 0,1,2,3 (5.1) 

(where gllV is a constant metric tensor with arbitrary signa
ture-Riemann or Lorentz, for example), which can be used 
for the description of the Josephson phenomenon in super
conductivity, in Euclidean field theory, in the theory of ele
mentary particles, in electrodynamics, in magnetohydro
dynamics, in gas dynamics, etc. 

According to the requirements of the method, we re
duce Eq. (5.1) to the system of equations of the first order: 

g JlV q; Jl. x v = b (q; ), q;. x ~ = q; Jl ' 
(5.2) 

q; ,. - m ~ = 0, p, v = 0,1,2,3. 
p.,x Tv,X 

We have gotten the system of 11 equations for five unknown 
functions (q;o, q;1' q;2' (j)3' (j)). Introducing real simple integral 
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elements, we get 

gl'Yyl'A.y = b (qJ), y4A.1' = qJl" 
(5.3) 

yl'A.y -yYA.1' =0, j.l,v=0,1,2,3, 

wheredqJl'/dR = yl' anddqJ /dR = y4. Thus the simple in
tegral nonhomogeneous elements have the form 

y = ( b (qJ ) (A.o' A), .!ElL) , 
gI'YA.I'A. y A.o 

qJo _ qJI _ qJ2 _ qJ3 
~-~-~-~' 

A. = ( A.o, A), A: = (A. I' A.2.A.3). (5.4) 

The solution-simple state-is given by the expression (4.3). 
The problem is reduced then to solving a system of ordinary 
differential equations: 

dqJl' b (qJ ) 
-- = A./l' 
dR gPYA.p A. y 

(5.5) 

dqJ = .!ElL = ft = qJ2 = ft, 
dR A.o A.I A.2 A.3 

where R = A.I' ·X I' and A.I' are arbitrary real constants. Hence 
we have 

gl'YA.1' A. y (IjJ)2 = 2 [ f b (qJ) dqJ + E ] , 

where E is an arbitrary real integration constant. 

A. The field equation 

(5.6) 

Now let us consider a particular wave equation (5.1) in 
the case when its right-hand side has a form 
b (qJ ) = 4AqJ 3 + 3BqJ 2 + 2CqJ + D, namely, 

gl'YqJ,;xI"x v = 4AqJ 3 + 3BqJ 2 + 2CqJ + D, A,B,C,DEW. 

The solution-simple state-is given here by virtue of 
Eq, (5.6) by the following expression: 

! g(1jJ )2 = AqJ 4 + BqJ 3 + CqJ 2 + DqJ + E, 

g: = gl'Y A.I' A. y • (5.7) 

The general solution of this equation is given by the elliptic 
function. 24 Thus we have 

qJ (R ) = ~g/2A f(R,t), g/2A > 0, 

where the functionfis given by the formulas 

f(R,t) = ~ P '(R + !t, W I'(2 ) + P '(R - !t, W I'(2 ) 

2 P(R + !t, W I'(2) - P(R - !t, W I'(2) 

R = A.I' xl" , 

and the quantity t satisfies the conditions 

PIt, W I,(2) = a~ - a2, 

(5.8) 

where a l : = B /2 ~2Ag, a2: = C /3g, a3: = (D /g) ~A I2g, 
a4 = 4AE /gZ and where P is the Weierstrass P-function24 

satisfying 

p'2 = 4p 3 - g2P - g3' (5.9) 
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The so-called invariants g2 and g3 are homogeneous func
tions of the periods WI and W 2 of the fourth and sixth order, 
respectively, and are given by formulas 

1 
g2(W I , ( 2 ) = 60 2:' ( , )4' 

m,m' mw I + m W 2 

g3(W I , ( 2) = 140 2:' 1, 6' 
m,m' (mwi + m (2) 

In our case the invariants g2 and g3 are given by formulas 

g2(W I , ( 2) = a4 - 4a l a3 + 3a~ = : q, 
(5.10) 

a l a2 

g3(W I , ( 2 ) = det a I a2 a3 =: p. 

The existence of the periods W I and W2 guarantees the follow
ing fact.25 For every real number c the equation J (r) = c 
[where J(r) = g~/( g~ - 27~) is the module function of 
r: = WI/W2] possesses exactly one root in the fundamental 
region of the modulator group. Thus, taking c: = q2/ 
(q3 _ 27p2), we can obtain the ratio r = W1/W2' Ifg2 = g;60, 
then from the homogeneity of the function g2 we can deter
mme 

and, when g2 = q = 0, we have 

w~ =p-I g3(1,r). 

When WI is found, then W 2 is determined from the formula 
W2 = r- I WI' The periods WI andw2 calculated in such a way 
satisfy (5.10). One knows25 that such t satisfying Eqs. (5.8) 
always exists. 

By specialization of the right-hand side ofEq. (5.7) we 
get particular equations appearing in various branches of 
mathematical physics. 

For example, let us consider the equations of motion for 
the massive SU(2) Yang-Mills theory 

aG~y _ b c 2 a 
-- - e€abc G l'yWy + j.l WI" 
ax Y 

where 

_aW~ aw~ be 
G~y - -- - -- +a€abc wI' Wy . 

axl' ax y 

By the so-called t'Hooft-Coorigan-Fairlie-Wilczek 
ansatz 

ewa = i aqJ /qJ 
o axa ' 

a - aqJ f '0 aqJ / eWi - €ian axn qJ + I ai axo qJ, 

the potential w~ may be reduced to a potential qJ satisfying 
the scalar <1> 4 -theory equation 

o qJ - ! j.l2qJ + A.qJ 3 = 0, 
(5.11) 
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with the initial conditions 

lP (0) = lPo, alP ~) = o. 
ax 

In our case the ordinary equation (S.7) can be reduced 
by a particular choice of constants A = - ,1/4, C = fl 2/4, 
B = D = 0 to the elliptic equation 

2g(IjJ)2 = fl 2lP 2 - AlP 4 + 4E, where R = AI' xl', 

which can be solved by Jacobi functions. 24 Thus we have 26.27 

lP = lPo sn(A\Al'xl' + E\,ktl, sn E\ = 1, 

lP = lPo cn(A \,11' xl' + E2,k2), cn E2 = 1, 

lP = lPo dn(A:0l'xl' + EJ,kJ), dn EJ = 1, 

and 

A i = a + !b lP ~, 

A~ =a+blP~' 
A ~ = blP~!2, 

ki = -AlP~/2A i g, a: = -fl2/2g, 

k~ =AlP~/4A~g, b:=Alg, 

k ~ = k \- 2, g: = A ~ - 'A? 

where kj are the Jacobi parameters. In this particular case 
the solutions can be interpreted as "periodic waves" (period
ic potentials). 

At present let us consider a particular d' Alembert equa
tion of the form 

DlP = fllP + lP 2, flER \. (S.12) 

Using the general procedure presented in this paper, 
one gets an ordinary differential equation which turns out to 
be identical with Eq. (S.7) with the particular choice of con
stants B = !, C = fl, A = D = O. 

The general solution of this equation is again the Weier
strass P-function, satisfying Eq. (S.9). In this case the invar
iants g2 and gJ are given by the formulas: 

fl2 
g2(li./\, li./2) = 12g2 ' 

_ (6flg)3 g3(li./\, li./2) = 
E 1 

+ g (6g)2' 

We can determine the periods of Weierstrass P-func
tions li./ I and li./2' Then the solution of Eq. (S.12) takes the 
form 

lP = 6gP(R,li./I' li./2) - ~fl, R = AI' xl'. 

Now let us consider the asymptotic situation where one 
of the periods of the WeierstrassP-function becomes infinite, 
for example, li./ 2 = 00. In this case we can express the solu
tion with the help of the trigonometric functions. The results 
are easily derivable. 

B. The Liouville equation 

Now let us start with Liouville equation in four dimen
sions: 

D lP = fl explP, flER I. (5.13)1 

In one-dimensional case the general solution is well 
known28

: 

lP - In (8 !'(x + t ) g/(x - t) ) 
- I#T [fIx + t) - g(x - t W ' 

where! and g are arbitrary functions of one variable and!, 
and g/ are their derivatives. 

In a more general case of four dimensions, our proce
dure gives for a solution [the simple state ofEq. (S.13)] the 
following expression: 

lP = In [P( ± ~fl!2( A ~ - 'A?) AI' XI',li./\li./2) - (1I3fl) D ], 

(5.14) 

where P is the Weierstrass P-function satisfying Eq. (S.9) 
with the invariants g2 and g3 given in the following form: 

g2(li./\, li./2) = (4/3fl2) D 2, g3(li./I' li./2) = ( - 8/27fl3) D 3. 
(5.1S) 

Equation (S.13) has the physical interpretation in the 
Euclidean quantum field theory. According to Ref. 29 parti
cles are described as the singular solutions of the Liouville 
equation. In our case, solution (S.14) with the conditions 
(5.15) describes the motion of a single particle in the Euclid
ean quantum field theory. 

Equation (S.13) also has another interpretation in plas
ma phsyics. Let us consider electrical potential u created by 
particle distribution (ions, electrons, etc. with charge Ze, 
where e = elementary charge and Z = nonzero integer 
number) at absolute temperature T. Let the concentration of 
charge particles be no. Then we have the following equation 
for potentiapo: 

.au = - 41T eno exp( - ZeulkT). 

By substituting lP = - ZeulkTwe obtain Eq. (5.13), where 
fl = 41TZe2nolkT. Thus the obtained solution (5.14) with the 
condition (5.1S) describes the self-consistent potential creat
ed by charged particles at temperature T. This potential al
ways has a singular point, given by 

P( ± ~flI2( A ~ - 'A?) AI' xl',li./\, li./2) - (1I3fl) D = O. 
Therefore, we can consider this solution as a logarith

mic potential created by an effective point charge located at a 
singular point. 

c. The sine-Gordon equation 

Let us consider now the four-dimensional sine-Gordon 
equation: 

D lP = sinlP (5.16) 

with the initial conditions 

(0) - alP (0) - 0 lP - lPo, axo - . (5.17) 

In this case the solutions ofEq. (5. 16a)-the simple states-are given by the expressions: 

lP = 4 arctan [lPo sn(A \,11' xl' + EI,k\)] + (2l + 1) 1T, sn E\ = 1, 

lP = 4 arctan [lPo cn(A2AI' xl' + E2,k2)] + (2l + 1) 1T, cn E2 = 1, (5.18) 

lP = 4 arctan [lPodn(A3AI' xl' + EJ,k3)] + (2l + 1) 1T, dn E3 = 1. 
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and 

A~= 
-(D+3) (D-I) 2 

k~ = 
(D - 1) q;~ 

4g Sg q; 0' Sg 
-2' 
AI 

-(D+3) (D-I) 2 (I-D) q;~ 
A~= k~ = 

4g 4g q; 0' Sg 2A 2 ' 
2 

(5.19) 

A~= 
(I-D) 2 

Sg q; 0' 
k ~ = k 1- 2, q; 6 + 2(D + 3) q; ~ - 1 = 0, 

D. The cosh-and sinh-d' Alembert equations 

Let us consider the semilinear system of equations of 
the form: 

(a) D q; = coshq;, (b) D q; = sinhq;. (5.20) 

The solution ofEq. (5.20)-the simple state-is given 
by the expression 

q; = In [4gP(R, WI' w2) - jD ], 
(5.21) 

R=AfLxfL , DERI, g:=A~-A2, 

where P is the Weierstrass P-function satisfying Eq. (5.9) 
with the invariants g2 and g3 given, respectively, by the for
mulas 

g2(W I, w2) = (1I4g2)(~ D 2 ± 1), 
(5.22) 

g3(W I, w2 ) = ( - D /~)(D 2/27 ± i4), 
where the upper sign refers to case (a) and the lower to 
case (b). 

E. The Korteweg-de Vries equation 

Finally let us consider the Korteweg de Vries equation: 

u, + 6uux + uxxx = O. (5.23) 

Reducing Eq. (5.23) to the system of the first-order 
equations of the form 

u, +Px = -6uv, Ux =v, Vx =P, (5.24) 

we get a system of three equations for the three unknown 
functions (p,v,u). Introducing the notion of real simple inte
gral elements we get 

rAI + rlA2 = - 6uv, ylA2 = p, rA2 = v, (5.25) 

wheredp/dR = rl,dv/dR = yl,du/dR = r. Thusthesim
pie integral nonhomogeneous elements have the form of 

r= (1IA2)( - v(6u +AI/A2)'P,V), A = (A I,A2). 

The simple state, according to the discussion in Sec. IV. 
can here be made to satisfy the following conditions: 

dp = -v (6U+ AI), where R=A lt+A2x, 
dR A2 A2 

(5.26) 
du v dv P 
dR = A2' dR = A2' 

where AI andA2 are arbitrary real constants. Then we may 
reduce Eq. (5.26) to the ordinary differential equation for the 
variable u in the form: 
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(5.27) 

where C I and C2 are arbitrary real constants. If we substitute 
U = - (y + A/6A2) and exchange variables = (3/U 2)1/

2R, 
we can reduce Eq. (5.27) to the equivalent form: 

(5.2S) 

The general solution of this equation is again the Weier
strass P-function satisfying Eq. (5.9) with the invariants g2 
and g3 given by the formulas: 

g2 = ~ [2C I + ~ G:Y] , 
g3=C2- clA I __ 1_(~1)2 

3A 2 54 \12 

Hence we can write the solution of the KdV equation in the 
following form31

: 

u(t,x) = - P( Alt + A2 x + D, WI' W2) 
- AI/6A 2, DER., (5.29) 

which is a particular case of the so-called solitary wave and it 
is a one-soliton solution. 

Finally it should be noted that the Weierstrass P-func
tions appear in all solutions of the nonhomogeneous wave 
equations of the form (5.1) as well as in the Korteweg-de 
Vries equation. It seems that the known soliton equations are 
closely connected with the elliptical functions, but this fact 
needs further investigations. 

VI. NONLINEAR SUPERPOSITION OF SIMPLE WAVES 

There have been also studied 10, 12-17 the solutions of the 
homogeneous systems (3.3) representing the nonlinear su
perposition of simple waves, i.e., the double wave and in 
general the k waves. A form of solutions of the system (3.3) 
for which the derivative du(x) of the mapping u is the sum of 
homogeneous simple elements has been proposed 

k 

du(x) = I t r r, ® A r, 
r= 1 

Ar'A Ar'A Ar,#o for rl <r2<r3, k<I, (6.1) 

at r?) A~ =0, 
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where Quantities ~ r~o are treated as variables dependent on 
x.1t was proved 10.12 that the solutions of the postulated form 
(6.1) exist and can be written in Riemann invariants. It 
means that in the latter case (Riemann invariants) we make 
the additional assumption that the commutators for all vec
tor fields Yr and y; are the linear combinations of these fields, 
i.e., 

r,SE (I, ... ,k I 
[Yr'Ys] Espan [Y"Ys)· 

So if these conditions are satisfied, then we may change the 
length of the vectors Yr and Ys such that[y" Ys] = 0 and the 
vectors YI"",Yk constitute a holonomic system, and there 
exists a parametrization of the surface tangent to the field 

YI"",Yk: 
u = f(R), where R: = (R I, ... ,R k) ERk, (6.2) 

such that 

af(R) -Yr (R ) E TJ(R I H. 
aR r 

Consequently, 

du(x) = ± af dR r, 
r~ I aR r 

dR r = i aR r dx!1, 
!1 ~ I ax!1 

(6.3) 

which together with the assumption that YI"",Yk are linear
ly independent, leads to a system of Pfaff forms 

dR r(x) = 5' rA r(R (x)), where 5' r(x)~O, rE [ I, ... ,k ). 

(6.4) 
The fields of covectors A r become functions of the parameter 
R (i.e., A r = ~; ~ 1 A: (R ) dX!1E~*). Involutivity conditions 
for the system (6.4) were already investigated. 10,12 Namely 
the system (6.4) has solutions (is integrable) if the following 
conditions are satisfied 12: 

1\ ak' = a~ AS + /3~ A'. (6.5) 
r¥SE II, .. ,k I aR r 

These relations are necessary and sufficient conditions for 
the existence of the solutions of the system (6.4). They ensure 
us that the set of solutions of the system (6.4) depends on k 
arbitrary functions of one variables. From Eqs. (6.5) we have 

a
2 
A s ( aa

s 
) ( a/3' ) ____ = as as + __ r A s + /3 s a r + __ r A r 

aR r aR I r I aR I r I aR I 

+(/3~/3;+a~/3:)A', r#t#s. 

Hence the compatibility conditions (that is, the symmetry of 
the second derivatives) are of the form 

a/3~ 

aR' 

aas 

__ , = 0 for r,t #s. 
aR' aR' 

Equations (6.7) give 

for r#s#t, 

3 I/IS(R): as = _ al/l
s 

for r#s. 
r aR r 

Hence cp S: = exp( 1/1 S) satisfies 
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(6.6) 

(6.7) 

a s 
~ +msas =0. 
aR r T r 

Introducing the notation 

;X s: = cp SA " 
we obtain 

a;X s = /3' ;X r for r#s, 
aR r r 

and Eq. (6.6) takes the form 

ap~ =ps P' for r#s#t. 
aR I I r 

(6.8) 

(6.9) 

(6.10) 

Let us notice that replacing A S by ;X S does not change the 
basic system of partial differential equation for R S(x). 

For k = 1 the compatibility conditions (6.5) are auto
matically satisfied (do not exist). 

Let us study now an example of the formulation of the 
Cauchy problem for the Pfaff system (6.5) in the case of dou
ble waves. 33 The conditions (6.5) can be written in an equiva
lent form. We can always choose a normalization of the 
length of covectors AS E ~* such that AS = (1, A ~ , ... , A ~), 
s = 1,2. If A I R 2 and A 2 R I E span [A I, A 2) , then there exist 
functions a~ ~nd /3 i of'R = (R I, R 2) such that 

AI =a l (AI-A2) (6.IIa) ,R 2 2 , 

A 2,R I = /3i(A 2 - A I). (6.11b) 

Differentiating (6.Ila) with respect to R I and utilizing Eq. 
(6.11 b) [or vice versa--differentiating (6.11 b) with respect to 
R 2 and utilizing Eq. (6.IIa)], we obtain linear hyperbolic 
system of n equations of second order for the unknown func

tions A " i.e., 
A ",R I R' + a"A ",R I + b .\' A ",R ' (6.12) 

where the quantities 

a l := -aL b l
:= -(/3i +a~R,/a~), 

a2'-a l /32 //3 2 b 2
'-/32 • - 2 - l,R' I' • - I 

are treated as the given functions of R in the domain 
:dJ C dY, having continuous second derivatives in &J . 
Equation (6.12) [just as Eq. (6.11)] separates into n indepen
dent scalar equations for the components of the vector A " 

(6.13) 

(u stands for a given component of A S). Thus we obtain a 
hyperbolic equation with two independent variables. The 
classical result concerning the Cauchy problem for the equa
tion 

ux'x' + au,x' + bu,x' = 0 (6.14) 

is well known. 34 We specify the value of the function u and 
an outgoing derivative of u along a non characteristic initial 
curve ron the plane (X I ,X2

), i.e., ul r and du/dzlro are given. 
The solution of the problem (6.14) exists and is unique in the 
rectangle bounded by characteristics containing the curve r 
(Fig. 1). It can be expressed by means of the so-called Rie
mann function u by the formula 

U(P) = Hu(A )u(A) + u(B )u(B)] 

- u- - u- + uu(a77J + b7h) ds, (6.15) 1 [ du du ] 
r dz dz 

where YJI and YJ2 denote the direction of the outgoing normal. 
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du _ 1 u 
Tz-} .x' 

""--_____ ..... VI-. ::..X,_=_b_V_......;.p ..... = (X'o.x~ ) 

c B 

Xl :xl
O 

(" .7z)= (1.0) 
du 1 
dz=! u'X2 

v·xZ=av 

x' = d, 
X2 = tz 

FIG. \. 

By duldz and dvldz we denote the directional derivative 
!(772Ux' + 77lux') and !(772V", + 77lvx')' respectively. Riemann 
function v for Eq. (6.14) can be defined by the conditions 

ux'x' - avx, - bvx' - (ax' + b",)v = 0, 

v.x' = au along Xl = const = X6, 

v x' = bv along x2 = const = x~. 
The conditions (6.16) are equivalent to 

v = Tv + 1, 

where T is an integral operator of the form 

Tv = - f: (bv) dx l - f: (av) dx2. 

(6.16) 

(6.17) 

It can be proved34 that for arbitrary v the following inequa
lity holds: 

(6.18) 

From Eq. (6.18) it follows that Eq. (6.17) has exactly one 
solution (which can be obtained by the iterative scheme 
Vn + I = TVn + 1 and Vo = 1). This proves that the Riemann 
function for Eq. (6.14) exists and is unique. 

We prove now for an arbitrary k> 1 that all the solu
tions of the system (6.4) can be obtained [taking into account 
(6.5)] by resolution with respect to the variable R 1, ... ,R k of 
the system 

A. sIR )·x = 1/1 sIR ), (6.19) 

where 1/1 S are the arbitrary functions of class C I of the vari
able R = (R 1, ... ,R k

). 

Indeed, differentiation of Eq. (6.19) gives us 

(
al/l

S 
_ alA. SX)) dR S _ A. S 

aR S aR S 

± (a(A. Sx) __ al/l
S
) dR '. 

,¥s~1 aRT aRr 
(6.20) 

If the system (6.4) is satisfied, then the left-hand side is pro
portional to A. SIR ) and the right-hand side is a linear combi
nation of A. '(R ) for r=J:.s. Thus, if ~ s¥O, then 
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alA. Sx) al/l s _ 
-----0. 

aR' aR' 
(6.21) 

From (6.21) and from the compatibility conditions (6.5), we 
have 

al/l
S 

= a~(A. Sx) + /3~(A. '·x) 
aRT 

so, by virtue of(6.19), we obtain35 

al/l
s 

= aSl/Is+/3sl/Is r=J:.s. 
aR" " 

Then Eq. (6.20) gives 

(
al/l

S 
_ alA. s.X)) dR S = A. s, 

aR S aR S 

(6.22) 

whereal/lslaR S - alA. sx)laR s=J:.O is the resolvability condi
tion. So we have Eq. (6.4). 

If for example ~ 1_0, then R I = R 6 = const. From the 
integrability conditions (6.5) for the covectors 
A. S(R): = A. sIR 6,R), s = 2, ... ,k, where R = (R 2, ... , R k), we 
obtain 

aJ.. S -s 1 S /3- S " i' ....t. ( 2 k I -- = a,/I. + ,/I. lor SlrE t , ... , , 
aR' 

where the functions 1/12, ... , IJI" satisfy the conditions (6.19) 
and (6.22) for r>2. Thus the solution is given by R I = R b 
and by the function R 2, ... ,R k obtained by the resolution of 
the system 

I/IS(R) = A. ~ (R ) x fL for s>2. 

In particular, for k = I we obtain the formula (6.19) for the 
simple wave 

1/1 (R ) = A.fL (R )xfL<=>R = 1/I-1(A.fL (R Jx"'). 

Let us investigate now the compatibility conditions for 
the system (6.22). It is a system of k 2 - k equations for k 
unknown functions. We have 

a21/1 S aas a/3 S 
--- = --' I/IS + __ ' 1/1' + as (as I/IS + /3: 1/1') 
aR 'aR ' aR ' aR ' " 

+ /3:(a;I/I' + /3;1/1') 

= (aa~ + asas)l/Is + (a/3~ /3sa')I/1' 
aR' " aR" , 

+ (a~/3; + /3 ~/3;) 1/1' 

for s=J:.r=J:.t. Symmetry of the second derivatives gives 

aas aas 
--' = --' , s=J:.t =J:.r, 
aR' aR' 

a/3~ s r s sst - + /3 ,a, = a,/3 , + /3 ,/3 " (6.23) 
aR' 

We see that the conditions of the symmetry of the second 
derivatives are the algebraic consequence of the system 
(6.22), because the formulas (6.23) are identically satisfied by 
virtue of the relations (6.6) and (6.7). 

If we make the transformation (6.8), then Eq. (6.22) can 
be written in a more simple form 

al/l
s

=/3S.TI', h /3s /3 S(R) ,'1' were r = , . 
aR r 

(6.24) 
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Notice that in the formula (6.24) the variable x does not ap
pear explicitly. 

Remark: As we know, the solution ofEq. (6.4) can be 
obtained by integration of the system (6.22). Conversely, we 
will show that every nondegenerated solution of the system 
(6.4) can be obtained using this method. 

Indeed, Eq. (6.4) implies that for &S(x): = A ~ (R (x))xl' 
we have 

k alA S xl') 
d&S=A'(R)+ I I' 5"rAr(R). 

r~ 1 aR r 

If 5" r =1= 0, then 
k 

d&S = 2: cp~dR r, for s = 1, ... ,k, (6.25) 
r=l 

where if/,. are functions determined on 'li'. Additionally, the 
functions R 1, ... ,Rk are functionally independent, so we can 
add them to the map (R 1 , ... ,R P,R P + 1, ... ,R n). Then (6.25) 
means that we have the following conditions in this map: 

adS 
aR r = cp~ for r = 1, ... ,p and 

ads 
=-=0. 

aR n 

so &S = IJIS(R 1 , ... ,R Pl. 

aRP+l 

Q.E.D. 

Now we will formulate the Backlund transformation as 
follows. Let us consider the system (6.22). Let us assume that 
we can find36 linearly independent functions A sIR )E'li'* 
(where dim'li';;.k), such that Eq. (6.5) holds. For these func
tions we can construct the system of Eqs. (6.4). Then using 
the above-described method we can obtain solutions of the 
basic system (6.22) from the solutions of Eqs. (6.4). By the 
Backlund transformation we understand here the transfor
mation from Eq. (6.22) up to Eq. (6.4), and vice versa. 

In the Paper II we shall use notions introduced here and 
methodology for the case of nonhomogeneous systems of 
p.d.e. with the particular emphasis on nonlinear superposi
tions of simple waves and simple states (propagation of a 
simple wave or many simple waves on a simple state). 
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In this paper a generalization of the Riemann invariant method to the case of a nonhomogeneous 
system of equations has been formulated. We have discussed in detail the necessary and sufficient 
conditions for the existence of Riemann invariants. We perform the analysis using the apparatus 
of differential forms and Cartan theory of systems in involution. The problem has been reduced to 
examining Pfaff forms. We have considered the connections between the structure of the set of 
integral elements and the possibility of a construction of special classes of solutions depending on 
k arbitrary functions of one variable. These solutions can be interpreted physically as the 
interactions between k simple waves on a simple state. We have proven that, in the case of 
interaction of many simple waves described by Riemann invariants, a conservation law for the 
type and quantity of waves holds. It has been also shown that such a solution, resulting from the 
interaction of many simple waves propagating on the simple state, decay for a large time in an 
exact way into simple waves (of the same kind as those entering the interaction) on the state. The 
Cauchy problem for the nonlinear superposition of k-sample waves has bew formulated. A 
couple of theorems useful for this problem have been given in the Sec. III. The functorial 
properties of the system of equations determining Riemann invariants have been described. The 
last part of the work contains an analysis of some examples of the solutions of nonhomogeneous 
magnetohydrodynamic equations from the point of view of the method described above. 

PACS numbers: 03.40.Kf, 02.30.Jr 

I. INTRODUCTION 

Paper II is a continuation of the Paper 11 of two papers 
devoted to problems connected with the theory of simple 
waves and simple states in systems described by partial non
elliptic differential equations2

: 

"'( I I ) a u" () b' (I I) a) u , ... ,u -- x = u , ... ,u , 
ax" 

s = 1, ... ,m, j = 1, .... 1, /1 = 1, ... ,n, 

x = (xl, ... ,xn )E~ CIRn, 

u( x) = (u l
( x), ... ,u' (x))sW"CIR'. 

(1.1) 

All notions and notations are taken from Paper I, where 
they are more formally introduced. Only new concepts are to 
be introduced here in this paper. 

In contrast to the Paper I in which emphasis was put on 
the notion of simple waves and simple states as the elemen
tary solutions of equations of interest, here in Paper II we are 
interested in looking after more general classes of solutions 
and their properties. We consider here the nonlinear super
positions of simple waves described by nonhomogeneous 
systems of Eqs. (1.1). We are specifically interested in such 
solutions from the point of view of their degree of freedom 
contained in the form of arbitrary functions. For example, 
we consider the case of solutions depending on k-arbitrary 
functions of one variable. 

"Partially supported by NSF under Grant No. INT 73-20002, A-OI, for
merly GF-41958. 

II. NONLINEAR SUPERPOSITION OF THE SIMPLE 
WAVES IN NONHOMOGENEOUS SYSTEMS 

The algebraization, which was done in the Sec. II of 
Paper I, of the system of Eqs. (1.1), allows us to construct 
more general classes of solutions. 3 We propose now a form of 
the solution u for which the tangent mapping du( x) is the 
sum of the homogeneous and a nonhomogeneous simple ele
ments: 

k 

du(x) = I S'Y, ®,i' + SOYo®,i 0, h;J, 
t= I 

(2.1) 

a'''y) lO_bs /:,0'-1 
) (O)A- - , ~ • - , 

where 5' o;EO are treated as the functions of x. The simple 
integral elements (y, ®,i' which are homogeneous and 
Yo ®,i ° which is nonhomogeneous) represent the simple 
waves and a simple state, respectively. Such a solution u of 
the system (1.1) will be called later on a superposition of the 
simple waves on a simple state. 

It was proved4
-6 that the solutions of the postulated 

form (2.1) exist and can be written in Riemann invariants. It 
means that in the latter case (Riemann invariants) we make 
the additional assumption that the commutator for all the 
vector fields Ya and Y f3 are the linear combinations of these 
fields, i.e., 

(2.2) 

When these conditions are satisfied, then the vectors 
YO'YI"",Yk constitute a holonomic system, and there exists a 
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parametrization of the surface tangent to the fields YO"",Yk: 

U =/(R), whereR: = (R o, ... ,Rk
) (2.3) 

such thae 

(2.4) 

Consequently, 

du( x) = ~ al dRa , dRa = aRa dx'" (2.5) 
a-'::O aRa ax"" 

which together with the assumption that YO"",Yk are linear
ly independent, leads to the system of Pfaff forms: 

dRa(x) = sAa(R), whereS=;EO,ae[O,l, ... ,k}. (2.6) 

The fields of covectors A a become functions of the param
eter R: = (R ', ... ,Rk

) i.e.,Aa = A ;(R )dx"'Eg"*). Involutivity 
conditions for the system (2.6) for the case of many indepen
dent variables were already investigated in Refs. 4-6. These 
conditions put some restrictions on the covectors A a in the 
system (2.6). Namely, the system (2.6) has solutions (is com
pletely integrable) if the following conditions are satisfied: 

aAO(R) 
--'---'- =auA"(R), ue[O, ... ,kJ, rEp, ... ,k}, 

aRu 
(2.7a) 

(2.7b) 
A

a
,t\A a2 t\A a ,#0 for a,<a2 <a3 , 

where a u ,/3 :,;: are given functions8 of R and we have not 
performed summation with respect to the index a. These 
relations are necessary and sufficient conditions for the exis
tence of the solutions of the system (2.6). They assure US5•6 

that the set of solutions of the system (2.6) depends on k 
arbitrary functions of one variable according to Cartan the
ory of systems in involution. 

Let us consider separately two extreme cases: (1) when 
the coefficients as do not vanish anywhere and (2) when as 
are identically equal to zero. 

A. The case a, #0 

Let us assume that all the functions a, are different 
from zero; then it follows from Eqs. (2.7a) that 

1r = _1 aA ° rEI 1 k } (2.8) 
I\. a, aR" t , ..• , . 

Let us notice that Eqs. (2.7b) for a = ° are the consequence 
ofEqs. (2.7a) 

aA' a (1 aA 0) 
aR ° = aR ° -;;: aR' 

= __ 1_ aa, A' + _1_~(a0 0) 
a, aRo a, aR' 

= _1_ aao ,10+ (ao __ 1_ aa, ) A'. 
a, aR' a, aR ° 

Function A ° must satisfy Eq. (2.7a) for a = 0, i.e., 

aA: =a0 0. 
aR 
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Let the function rp be the solution of the equation arp/ 
aR ° = ao; then 

A O(R) = A (R )exp[rp (R )], (2.9a) 

A'(R)- aA ° _ (arp (R) A (R) + aA (R )) (2.9b) 
aR' aR' aR' , 

where k = (R ', ... ,R k
). Moreover, the conditions (2.7a) give 

a
2
A 0 a (aa ) 

aR 'aR S = aR' (a,A S) = aRsr + aJ3~ AS + as;~A' 
aA 0 aA 0 

= C,s - + C,s -, r#se[ 1, ... ,k j, (2.10) 
aRs aRr 

where C,s: = (1I2as )(aajaR' + as/3~ + a r; :). Inserting 
(2.8) and (2.9a) into Eqs. (2.10), we obtain linear hyperbolic 
system of equations of second order for the unknown func
tion A, i.e., 

a
2
A = p aA + p aA Q A 

aRS aR' rs aRs s, aR' + rs , r#s, 

where the quantities 

P,s: = C'S - arp laR', Qrs: = crsarp laRS 
+ cs,arp laR' - a2rp laR' aRs 

(2.lla) 

are treated as the given functions of R in the domain fiJ C JY' 
having continuous second derivatives. 

From Eqs. (2.11a) we have 

aR'aRsaRt 

Hence the compatibility conditions are of the form 

r#s#t, (2.l1b) 

aQ,s aQrt P) Q P Q P ° aRt - aRs + Qs,(Prs - rt + rt s, - rs tr = . 

Equations (2.11) separate into n independent scalar equa
tions for the components of the vector AS in the form 

a2u au au 
--- =Prs -- +Ps, --Qs,u, s#r. (2.12) 
aRsaR' aRs aR' 

In Eqs. (2.12) independent variables Ri (i~[ r,s}) can be treat
ed as parameters. Thus we obtain one hyperbolic equation 
with two independent variables. The Cauchy problem for 
Eq. (2.12) can be solved by means of the Riemann function. 
One can prove9 that the solution of Eq. (2.12) exists and is 
unique in the rectangle bounded by characteristics contain
ing the noncharacteristic initial curve. 
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If the covector A O(R ) is of the form (2.9a) and the covec
tor A' is determined by formula (2.9b), then compatibility 
conditions (2.7) reduce to Eqs. (2.11). So we will investigate 
the system of Eqs. (2.6) in the form 

dR ° = A (R )exp [ lP(R )], (2.13a) 

dRS = SS (alP (R ) A (R ) + aA (R )) (2.13b) 
aRs aRs ' 

(whereA,aA faR 1, ••• ,aA /aR k EIf* are linearly independent), 
assuming that the compatibility conditions (2.11) are satis
fied. 

We prove now that, assuming (2.11), we can reduce the 
system of Pfaff forms (2.13) to the overdetermined system of 
partial differential equations of the second order for one un
known function depending on k + 1 variablesR o, ... ,Rk. We 
present the unknown solutions of the system (2.13) in the 
implicit form 10 

A (R ).x = IPO(R), aA (R) .x = IJP(R). 
aRs 

Differentiating Eqs. (2.14), we obtain 

(2.14) 

± aA .x dRS + A = aIPo dR ° + ± aIPo dRS 
S = 1 aRs aR ° S = 1 aRs ' 

~ aZA .x dRS + ~A .x dR' aA 
S¥~ 1 aR' aRs aR' aR' + aR' 

= alP' dR ° + ± alP' dRS + alP' dR'. 
aR ° S¥,= 1 aRs aR' 

(2.15) 

If the system (2.13) is satisfied, then for SS ¢O we have 

k aA L -S ·X dRS + exp( -lP ) dR ° 
s=1 aR 

= aIPo dR ° + ~ aIPo dRS 
aR ° S~I aRs ' 

~ ~A .x dRS + if-A .x dR' 
S¥~ 1 aR' aRs aR' aR' 

+ ~dR' - alP exp( -m)dR O 
5' aR' .,.. 

= alP' dR ° + ± alP' dRS + alP' dR'. 
aR ° s¥r= 1 aRs aRr 

Assuming that Eqs. (2.13) are nondegenerated (i.e., 
dR o,dR 1, ••• ,dRk are linearly independent; thus SS ¢O), we 
have 

aIPO = exp( -lP ), alP' + i1tp exp( -lP) = 0 
aRc aRc aRr ' 

aIPo aA alP' ~A 
aRs = aRs ·x, aRs = aRr aRs ·x, r =1= 5, 

alP' if-A 1 
-- - ·X=-. 
aR' aR' aR' 5' 

Taking into account Eqs. (2.14) and compatibility conditions 
(2.11), we get 

aIPO 
aR ° + = exp( - lP), (2.16a) 

aIPo 
aRs + = IPs, s,re! 1, ... ,k J, (2.16b) 
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alPS a 
--0 + ~exp(-lP)=O, 
aR aRs (2.16c) 

~:. = Prs IP S + Ps, IP' + Qrs IP 0, r =1= 5, (2.16d) 

alP' a2(A'X) 1 
aRr - ~ = Sr' (2.16e) 

Note that Eqs. (2.16c) are the closure conditions for the 
I-forms flS: = exp( - lP) dR ° + IP S dRs, which are the 
compatibility conditions of the system (2.16a) and (2.16b) for 
the function IP 0. The general solution of Eqs. (2. 16c) has the 
form 

IP S (R ) = a4> (R) _ (R 0 a({i (r,R ) ex [_ (r R )] d 
aRs Jo aRs p lP, r, 

[where the constant of integration with respect to R 0, de
pending on R, is denoted for convenience by a4> (R )laRS]. 
Having the functions IJP (R ), we can solve the system ofEqs. 
(2. 16a) and (2.16b). Integrating the closed forms flS , we have 

fo
R' a4>(R) foRO 

IPO(R ) = --S- dRS + exp[ - ({i (r,R )] dr. 
° aR ° 

Thus the general solution of the system (2. 16a)-(2. 16c) has 
the form 

IPO(R) = 4> (R) + i RO 
exp[ -lP (r,R)] dr, 

(2.17) 

IPS(R)= a4>(R) _ r"alP(r,R)ex [_ (rR)] dr. 
aRs Jo aRs p ({i, 

Inserting (2. 16b) into Eqs. (2.16d), we get 

if-IPo _ P aIPo P aIPo IP o 
aRr aRs - rs aRs + s, aRr + Qrs , s=I=r. 

(2.18) 

So conditions (2.18) constitute an overdetermined system of 
k 2 - k partial differential equations of the second order for 
one unknown function IPo depending on k + 1 variables 
R o, ... ,R k (while the variable R ° is treated as a parameter). 

Then Eqs. (2.16e) give 

(
alP' _ a

2w .X)) dRr = Ar 
aR' a(R')2 

= (a({i(R) A (R) aA (R )) 
aRr + aRr ' 

where alP' faR' - a2W .x)/a(R')2#O are the resolvability 
condition. So we have (2.13b). 

Remark 1: For k = 1 the compatability conditions 
(2.18) do not exist. So the solution of the system (2.13) is 
determined by formulae (2.14) and (2.17). Let us notice that 
for an arbitrary k;;d if IPo = l:;= Id' AI" d'ERI, then by 
virtue (2.11) the Eqs. (2.18) are automatically satisfied. 

Theorem 1: If the conditions (2.11) are satisfied, then 
the general integral of the system (2.13) has the implicit form 

A (R )·x = 4> (R ) + foR" exp [ - ({i (r,R )] dr, (2.19a) 

aA (R )·x = a4> (R) _ (R 0 a({i (r,R ) ex [_ (r R )] d 
aRs aRS Jo aRs p lP, r, 

(2. 19b) 

where the function 4> (R ) satisfies 
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if2<P _ P a<p _ P a<p _ Q <p 
aRT aRs 's aRs s, aRT rs 

lR

O 

(a
2
q; aq; aq;) 

= oaR' aRs - aRT aRs exp( - q; ) dr 

_ P lR 0 aq; exp( _ m ) dr _ P 
's oaRs T s, 

X lR 0 aq; exp( _ m ) dr 
oaR' T 

+ Qrs lR O 

exp( - q;) dr for S¥1'E! I, ... ,k j. (2.20) 

Proof We show that if the conditions (2.11) are satisfied, 
then the implicit form ofEqs. (2.19) determines the solution 
ofthe system (2.13). Indeed, differentiating Eq. (2.19a), we 
get 

± [aA"X _ a<p + lR O 

aq; exp( _ q;) dr] 
P= I aRP aRP ° aRP 

XdRP +A=exp(-q;)dRo. (2.21) 

Hence by virtue of (2.19b), we have A = exp( - q;) dR 0, that 
is, (2.13a). Next, differentiating Eqs. (2.19b), we obtain 

k [ a2A"X a2<p 
P~I aRsaRP - aRsaRP 

+ lR 0 (a
2
q; _ aq; aq;) exp( _ q; ) dr]dRP 

oaRs aRP aRs aRP 

+ aA = aq; exp( _ q; ) dR 0. (2.22) 
aRs aRs 

Let us notice that by virtue of (2.11) and (2.20) the matrix 

A . = a
2
A"X _ if2<P 

sp' aRs aRP aRs aRP 

l R

O 

(a
2
q; aq; aq;) 

+ oaRs aRP - aRs aRP exp( - q; ) dr 

is diagonal. Hence, utilizing Eq. (2.13a) just derived, we have 

d'DS I [aA aq; d 0] 
.l\. =-- -+-exp(-q;) R 

Ass aRs aRs 

_ - I (aq; A aA ) 
- A ss aRs + aRs ' 

that is, (2. 13b). 
Conversely, we show that every nondegenerated solu

tion R (x) of the system (2.13) can be obtained by resolution 
with respect to the variables R o, ... ,Rk ofthe system (2.19). 
Indeed, if (2.13) is satisfied, then 

d [A (R )"x] = ± aA (R )"x dRa + A (R ) 
a=1 aRa 

k aA (R )"x 
= exp( - q; ) dR ° + I a' 

a=1 aR 

d [ aA (R )"X ] = ~ az A (R )"X dRa 
aRs a~1 aRsaRa 

aA(R) am + -- = - _T_ exp( -m)dRO 
aRs aRs T 

+ ± if2A (R )"x dRa 
s7'a = laRs aRa 

+ (if2 A (R )"X ~) dRs. 
aRsaRs + sS 
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So the function A (R )"x and [aA (R )"x]laRS can be 
expressed as functions of R O( x), ... ,Rk 

( x). Q.E.D. 
Now we will formulate the Backlund transformation as 

follows. Let us consider the system (2.20). Let us assume that 
we can find II function AE /f' * such that A /\ aA I 
aR 1/\ ... /\aA laRk ¥O (where dim/f'>k) and that Eqs. 
(2.lla) hold. For this function A (R ) we can construct the 
system ofEqs. (2.13). Then, using the above-described meth
od, we can obtain solutions of the basic system (2.20) from 
the solutions of Eqs. (2.13). By the Backlund transformation 
we mean the transformation from Eqs. (2.20) up to Eqs. 
(2.13) and vice versa. 

B" The case when all a r = 0 

Let us notice that in this case it follows from Eqs. (2.7a) 
that 

A O(R ) = C exp [ q;(R 0)], where CE /f'., 

where q;(R 0) is a differentiable function of one variable. 
When (J" = 0 by virtue of Eq. (2.7b) for arbitrary pr = p' (R ) 
and K' = K

r (R ), we have 

a _ [A' exp( _prj - Krc] 
aRo 

= [ /3 ~ exp( - p' + q; ) - :;r ° ] C 

+ (S~ - :~'o)exp(-p'W. 
So if for quantities pS and K' , we take the solutions of the 
system 

apr _ r aK' _ ' 
aR o -So' aR o -/3oexp(q;-p) 

(which always locally exist), then 

Ar(R)exp[ _pr(R)] =Kr(R)C+Ar(R), 

R.: = (R I , ••• ,R k 
), 

where A:JY __ /f'. are differentiable functions of the class C I. 
SO we have 

A O(R) = C exp[ q; (R 0)], 

Ar(R)_ !Kr(R)C +A'(R )j, rE p, ... ,k j. (2.23) 

Inserting (2.23) into Eqs. (2.7b) for (J" > 0, together with the 
assumption that C,A 1, ••• ,Ak are linearly independent, we get 

aA' aK' 
aRt = (/3;K

t 
- aRt 

+s;)C+/3;At +S;Ar, r¥tE{l, ... ,k j. (2.24) 

Thus in this case the system (2.6) has the form 

dX(R 0) = C, where X(R 0): = lR O 

exp[ - q; (r)] dr, 

(2.25a) 

dR' = s' [Kr(R)C + Ar(R)], 1'Ep, ... ,k j, (2.25b) 

for which the compatibility conditions are given by (2.24). 
From Eq. (2.2Sa) it follows immediately that 
X (R 0) = c'" x'" + Co, CoERI. Let us notice that if the varia
blesRr satisfy Eqs. (2.25b) in whichR ° = X-I(C," x'" + Co), 
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then 

d [ iRO K' (r,R )e - cp(x('11 d,.o + A ~ (R )xl' ] 

= K'(R O,R)C + A'(R)x 

+ [i
RO 

aK'(r,R) e -cp(x('11 d,.o + aA ~ xP ] dR' 
oaRs aR' 
k [RO - aA' 1'] + L i aK'(r,R)e-cp(x('lId,.o+ pX dR t 

r#t= I ° aRt aRt 

[ 

RO - aA r xP ] = ~ + i aK' (r,R) e - 'I' (x(r)) d,.o + I' dR' 
t r ° aRr aRr 

k [ R ° - aA r xP ] + L i aKr(r,R) e - cplxlrll d,.o + I' dRt. 
r#t= I ° aRt aRt 

If t r ¢O, then the functions [f~K' (r,R )e - cp(x(rll d,.o + A ~ 
(R )xl'] can be expressed as the functions of R I( x), ... ,Rk (x). 
So we have 

iRO 
K'(r,R )e-<Plxlr)) d,.o +A ~(R)xI' = '/I'(R), sEll, ... ,k], 

where '/I S are differentiable functions of k variables. We 
have the following theorem. 

Theorem 2: If the conditions (2.24) are satisfied, then 
the general integral of the system (2.25) has the implicit form 

i
RO 

Cp xl' + Co = ° exp [ - q; (r)] dr, (2.26a) 

i R 

0 Kr (r,R )e - <Plxlrll d,.o + A ~ (R)xP = tpr (R ), 

sEt 1, ... ,k J, (2.26b) 

where '/I S (.) are arbitrary differentiable functions of R. 
Remark 2: Similarly, as in the previous case for k = 1, 

the compatibility conditions (2.24) do not exist. So the solu
tion of the system (2.25) is determined by formulae (2.26). 

Remark 3: In the particular case when in Eqs. (2.25b) 
the functions A '(R l), ... ,Ak (Rk )E~· are arbitrary functions 
of their arguments, then the compatibility conditions (2.24) 
are automatically satisfied, and K' are arbitrary functions of 
R ° and R S 

• So we can study the system (2.25) in the form 

dR 0 = C exp [ q; (R 0)] , 
(2.27) 

dRS =tslK'(Ro,RS)C+AS(RS)J, sE{1, ... ,kJ, 

whereC,A '(R '), ... ,Ak(Rk)E~·arelinearlyindependent.The 
general integral of the system (2.27) has the form 

Cp xP + Co = i RO 
exp[ - q; (rO)] d,.o, 

i R 

0 K' (rO,RS )exp [ _ q; (x(r))] dro + A ~ (Rs)xp = '/I S (RS), 

where '/11(.), ... ,'/1" H are arbitrary functions of their argu
ments. Other cases, when only some a r do vanish should be 
considered analogously. 

III. FORMULATION OF THE CAUCHY PROBLEM 

Let us study now an example of the formulation of the 
Cauchy problem for the Pfaff system of the form 

dR 0 = tOA o(R), 
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where 

A O(R ) = A (R )exp [ q; (R )], sa ( x)¢O, aEI 0, 1, ... ,k ], 
(3.1) 

dRS = t s A' (R), AS (R ) = A (R )CP,R' (R ) + A,R' (R ), 

sEll,oo.,k J. 
According to Sec. II, the system (3.1) has solutions if the 
conditions (2.11) are satisfied. We are looking for the solu
tion in the form 

A (R )·x = G O(R), A (R ).x = GS (R ). (3.2) 

Then we have 

± aA .x dRa + A = aG ° dR ° + ± aG ° dRa 
a = 1 aRa aR ° a = laRa ' 

~ aA x dRa aA x dRS + aA 
a#~ I aRsaRa + aRsaRs aRs 

= aGs dR ° + ± aG
s 

dRa + aGs dRs. 
aR ° a#s= laRa aRs 

If Eqs. (3.1) are satisfied, then for sa ¢O we have 

1 k aA 
-0 exp( - q;) dR ° + L - x dRa 
t a= laRa 

= aG ° dR ° ~ aG ° dRa 
aRo + a~l aRa ' 

± aA xdRa 

a#s = I aRo aR' 

+ aA x dRS + ~dRs 
aRsaRs t s 

_ aq; _1_ exp( _ q; ) dR ° 
aRs to 

± aG' dRa + aG
s 

dRS + aGs dR 0. 

a#,= laRa aRs aR ° 
Assuming that the solutions of Eqs. (3.1) are not degenerate 
(i.e., dR ° I\dR 11\ .. ·l\dRk #0), we get 

aG ° 1 aG' aq; 
- = -exp(-m) - + -exp(-q;}=O 
aR ° tOT" aR 0 aR' ' 

aG ° aA. aG' aA. 1 
--=--x --- X=-
aRa aRa ' aR' aR' aR' t' ' 

aG' aA. 
aRa = aRa aR' x, s#a. 

So, utilizing Eqs. (3.2) and compatibility conditions (2.11), 
we obtain 

aGO 1 
aR ° = ""fO exp( - q; ), (3.3a) 

aGo 
-=00 
aRa ' 

(3.3b) 

aGs aq; 1 
aR ° + aRs ""fO exp( - q;) = 0, (3.3c) 

;~: = PSaoo + P usGs + QsaGo, (3.3d) 

aG' aA 1 
-- - x+ =-. 
aR' aR' aR' t' 

(3.3e) 
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Inserting (3.3b) into Eq. (3.3c), we get 

aGo + alP aGo = o. 
aR oaRs aRs aR ° 

So we have ((aGo/aR O)exp lP).R' = O. Then 

aGo 
aR ° (R) = aIR O)exp[( -lP(R )], 

where a is an arbi trary function of class C 1 of the variable R 0. 

Finally we have 

GO(R) = <P (R) + LRO 
a(r)exp[ -lP (r,R)] dr, 

(3.4) 
a<P(R) ro am(r R) -

G
S 

(R ) = ~ - Jo aIr) TaR's exp [ - lP (r,R )] dr, 

where the function <P (R ) satisfy the conditions (2.20). 
Let on some regular k-dimensional surface 

in the space 'l! be given a value R I r, i.e., the initial data have 
the form 

(3.5) 

where pO is treated as a given function ofp. Inserting this into 
Eqs. (3.2) and (3.4), we get 

(pOI pi 

A (p).; (p) = <P (p) + Jo a(r)exp[ -lP (r,p)] dr, 

A,p.(p).;(p) = <P,p'(p) 
{pU(PI 

- Jo a(r)lP, p' (r, p)exp [ - lP (r, p)] dr. 

(3.6a) 

(3,6b) 

Differentiating Eq, (3.6a) and subtracting Eq. (3.6b), we ob
tain 

A (p);,p' (p) = p~p' (p)a(pO(p))exp[ -lP(pO(p),p)], 

sE/l, ... ,kJ. (3.7) 

In order that the conditions (3.7) on the surface r should be 
consistent, the following conditions must be satisfied: 

A (p)';,p'(p) 

p~p,(p) 

that is, 

A (p).d;(p)-dpO(p). 

A (p)';,p'(p) 

p~p,(p) 

(3.8) 

Hence taking into account that dA 1 A .. · AdAn #0, we have 
~: ~ 1 dAI" A d;1" = 0, so the function ;1" (p) must be of the 
form 

;1" = aW(A 1, ... ,A.n). (3.9) 
aAI" 

For such a form of the function; (p) the regularity condi
tions on the surface r resolve themselves into 

k II a
2 
W aAv II k ran aAI" aAv . apt =. 

In front of the assumption that rank lIaAjapt II = k, the 
above condition is satisfied if we require that Hess(W)#O. 
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Inserting (3.9) into Eq. (3.8), we get 

- (aw ) A (p)d; = d -AI" - W -dpo, 
aAI" 

that is, 

pO = VI(:; AI" - W). 
I" 

where VI is an arbitrary monotonic function of one variable. 
With these assumptions, Eqs. (3.7) take the form 

a (VI(::: AI" - w)) 
_ exp[ lP(VI((aW/aAIl)A1l - W),p)] 

- W((aW/aAIt)A1t - W) 
(3.10) 

Inserting (3.10) into Eq. (3.6a), we have 

<P(p) =A (p).;(p) 

(>pllaw laA" IA" - W) 

- Jo a(r)exp[ -lP(r,p)] dr. (3.11) 

Inserting (3.11) into the conditions (2.20) and using Eqs. (3.6) 
and (3.11), we obtain additional conditions for the functions 
W(·) and VI(.), i.e., 

Pst [1 - a(r)] lP r, P exp [ - lP(r, p)] dr L
>P((aWlaA,,'A" - WI a ( -) 
° apt 

+ Pts [1 - a(r)] lP r, P l
>P(law laA" lA" - W) a ( -) 

° aps 
Xexp[ -lP (r,p)] dr 

l
>pllaw laA" IA" - W) 

+ Qst [aIr) - 1] 

° 
X exp [ - lP (r, p)] dr 

l
>pllaw laA" lA" - W) 

+ [aIr) - 1] 

° 
X (a2lP (r, p) _ alP (r ,pI . alP (r ,pI ) dr 

apt ps apt aps 

a2w aAv + .-
aAl"aAv apt 

X (alP AI" + aAIl) =0, s#tE!I, ... ,kj. (3.12) 
aps aps 

Thus we can formulate the following. 
Theorem 3: Let be given a regular k-dimensional sur

face r of the form 

Then the initial data for the system (3.1), 

(wherepo is a given function on the surfacer), are consistent, 
if the functions; (p) and p( p) have the form 

t-I"(-)= aW(A(p)) O(-)=VI(aw A -w) 
~ p aA ,p p aA I" ' 

I" I" 
where W is a certain function determined on an open subset 
If * and VI (.) is a monotonic function of one variable. 

The solution of the initial problem with initial data (3.5) 
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for the system (3.1) has the implicit form 

A (R ).x = <I> (R ) + foR" a(r)exp [ - 'P (r,R )] dr, 

aA (R ) .x = a<l> (R) _ fR" air) a'P (r,R ) 
aRS aR S Jo aRS 

X exp[ - 'P (r,R)] dr, 

where 

a(W(:~Ap-W)) 
_ exp[ 'P (W((aW laAe}lie - W),R)] 
- tP((aW laAp}lip - W) • 

<I> (R ) = A (R ).; (R ) 
f'i'((aWlaA")A" - W) 

- Jo a(r)exp [ - 'P (r,R )] dr, 

while the functions Wand W satisfy additional conditions 
(3.12). 

Let us consider now the special case when k = 1. Then 
the compatibility conditions (2.11) do not exist. In this case 
the initial data are given on a certain curve L C 5". Let us 
assume that along this curve there is given a value R I L 

= (R ° I L ,R II L ). Let us also assume that the functions R °1 L 

andR IlL are invertible. Then as a parameter of this curve we 
can choose the value R I, i.e., 

L = I x = 1]1(rl)1. R01]I(rl) = (pO(rl),rl) 

or the value R 0, i.e., 

L = I x = 1l(,.o) I, R°1]°(,.o) = (rO, pl(,.o)). 

Then the functions ,.o-p I (rO) and rl-.p°(rl) are inverses one 
to another. Moreover, by virtue of the identity 
1]1(rl) =1JO(pO(rl )) we have l2 

iJl(rl) = iJO(,.olOO(r' ). 

Inserting this into Eqs. (3.2) and (3.4), we get 

GO(R) = A (rl)7]I(rl) 

(3.13) 

pO(r') 

= <I> (rl) + 1 a(r)exp[-'P(r,rl)] dr, (3.14a) 

G I(R) = A (rl)7]I(rl) 

= <I> (rl) - air) 'P (r,r exp [ - 'P (r,rl)] dr. I
po(r') a I) 

° ar
l 

(3.14b) 

Differentiating Eq. (31.4a) and subtracting Eq. (3.14b), we 
get 

A (rl)iJl(rl) = pO(rl)a( pO(rl))exp[ - 'P (pO(rl),rl)]. (3.15) 

Taking Eq. (3.13) into account, it follows that 

a(,.o) = A (pl(rO))iJO(ro)exp [ 'P (,.0, P 1(,.0))] (3.16) 

and after inserting (3.16) into Eq. (3. 14a) we have 
(pO(r') 

<I> (rl) = A (rl)1]I(rl) - Jo A (pl(r))iJO(r) 

xexp[ 'P (r,pl(r)) - 'P(r,r l )] dr. (3.17) 

Thus we get a theorem. 
Theorem 4: If on some curve L C 5" the Cauchy condi-
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tionsR OIL andR II" aregivenforEq./3.1)insuchawaythat 
(1) function R ° I Land R II L are strongly 

monotonic, 
(2) for xEL a vector tangent to the curve L 

does not belong to the annihilator of the forms 
A O(R ( x)) and A I(R ( xl), 
then in some neighborhood of the cuve L the 
Cauchy problem has (locally) exactly one solu
tion. 

Proof It is enough to show that for functions GO and G I 
defined by formulae (3.14) and (3.17) the system (3.2) can be 
resolved in the neighborhood of an arbitrary point x on the 
curve L. Condition of local resolvability has the form 

aGo aGo. aGo 
-- -- -Ax -- 0 
aro' arl a,.o , 

O#det aG I aG I .. = det aG I aG I .. 
-- -- -Ax -- -- -Ax 
aro' arl a,.o' arl 

= aGo (aG
I 

-Ax) 
a,.o arl ' 

where x = 7]°(rO)EF. We have to prove, that aG °la,.o#o and 
aG Ilarl - Ax#o. By virtue of (3.14a) and (3.16) we have 

aGo 
-- = a(rO)exp[ - 'P (rO,rl)] 
aro 

= A (rl)iJO(,.o)exp[ - 'P (rO,rl) + 'P (,.o,rl)] 

= A (rl)iJO(rO) #0 (3.18) 

because by assumption (2) the tangent vector iJO(,.o) does not 
belong to the annihilator of A (rl). Similarly, utilizing Eqs. 
(3.3), (3. 14b), and (3.18), we have 

because by assumption (2) the tangent vector iJldoes not van
ish on A I = (a'Plarl}li + A. Q.E.D. 

A. The case when all as # 0 

In the case of nonhomogeneous system (2.13), accord
ing to the consideration in Sec. II, we have 

dR ° = A (R )exp[ 'P (R )], 
(3.19) 

dRS =ss (a'P(R) A(R)+ aA(R)) 
aR s aRs ' 

and the solution is also determined by formulae (3.2), (3.4), 
and (3.12) with additional restriction 

(3.20) 

on the arbitrary functions. Inserting (3.20) into Eqs. (3.10) 
and (3.12), we obtain the relations 

exp['P(w(!A: Ap - w),p)] =Vt(!~ Ap - W). 

(3.21) 

(3.22) 
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which are the restrictions on the functions IP and W. Thus 
we have: 

Theorem 5: Let be given a regular k-dimensional sur
face r of the form 

r= I x = s(p)), .0: = (pI, ... , r'<). 
Then the initial data for the system (3.19), 

R (s(p)) =.0, R O(s(p)) =pO(p) (3.23) 

(where pO is the given function on the surface r), are consis
tent, if the functions S (.0) and pOt .0) have the form 

N'( -) = aW(A (.0)) O( -) = lP(aw A _ w) 
~ p aA ,p p aA I' ' 

I' I' 

where W is a certain function determined on an open subset 
~ * and '.JI (.) is a monotonic function of one variable. 

If the conditions (3.21) and (3.22) are satisfied, then the 
solution of the initial problem [with initial data (3.23)] for the 
system (3.19) has the implicit form 

(poIP) 

A (p)s(p) = lP (.0) + Jo exp[ - ({I (r,p)] dr, 

aA (.0) s (-) = alP (Ii) 
aps Paps 

(pOI p) a (r-) 
- Jo ({lap; p exp [ - ({I (r, .0)] dr. 

Remark 4: When k = I, the solution of the system 
(3.19) is also determined by formulae (3.2) and (3.4) with ad
ditional restriction a(rO)= I on the arbitrary functions. From 
Eq. (3.16) we see that in this case along the curve L we can 
give only one function, for example, R ° I L and then the other 
one may be computed from the restriction a(rO)_1. So we 
have: 

Theorem 6: Let along some curve L be given the func
tion ROIL' Let us assume that: 

(I) the function R OIL is monotonic, 
(2) equation A O(rO,r l )1JO(~) = I [where x = 1JO(rO) is the 

equation of the curve L parametrized by R ° I L] allows us 
along the curve L, to determine uniquely the value 
rl =R IlL' 

(3) the values R ° I Land R II L determined in this way 
satisfy the transversality condition 13 with respect to the form 
A I(R IL)' then the Cauchy problem 

R O(1JO(rO)) = rO 

has, in some neighborhood of the curve L, exactly one solu
tion. 

B. The case when all as = 0 

Let along some regular k-dimensional surface 

r= I x=s(p)j, .0= (pI, ... ,pk) 

in space ~ be given a value R I r, i.e., the initial data have the 
form 

Moreover, let be given a value 

R O(s(Po)) =pgER I
. 

Then it follows from Eq. (2.26a) that 
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R O(S (.0)) = X-I(C·S (.0) + pg - C·S (Po)) = : pOt .0). 
(3.24) 

From Eq. (2.26b) we can determine the value ofthe functions 
IP S , i.e., 

r;( p) + pg -;( Po)) 

1[1'(.0) = )0 K'(r-I(r),p)dr + AS(p)b(p). 

(3.25) 

We look for the conditions of the local resolvability of the 
system (2.26). As Eq. (2.26a) always allows us to find the 
value of R ° = R O( x), so these conditions reduce to the non
singularity of the matrix 

M:: = - KS(r-I(r),R )dr + A S(R)x - IP S(R) a {Lc-x+ C 

aRt ° 
= (C-X + Co aKs(r-I(r),R ) dr + aAS (R ).x _ alP S (R ) 

Jo aR t aRt aRt ' 

where s,tEI I,oo.,k J. Differentiating (3.25), we have 

alP SV1) = cas(p) K'(po(p) .0) 
apt apt ' 

l
c-x + Co aK'lv- l ( ) -) 

+ u r,p dr 
° apt 

+ aAS(p) 's(p) +AS(p) as(p). (3.26) 
apt apt 

So the matrix M: takes the form 

M: = Co a~~?) K' (pO( .0), .0) + AS (.0). a~~?) 

= AS (pO( .0), .0) a~~?). (3.27) 

Thus we have: 
Theorem 7: Let us assume that: 
(I) along the regular k-dimensional surface re ~ are 

given the values R S I r being the monotonic functions of their 
arguments, 

(2) for the value R °lr determined from the formula 
(3.24) any tangent vectors to the surface r do not belong to 
the annihilator of the forms AS (R ) I r, 

(3) the conditions (2.24) are satisfied. 
Then the Cauchy problem has exactly one solution in some 
neighborhood of the surface r. 

IV. FUNCTORIAL PROPERTIES OF THE SYSTEM OF 
EQUATIONS DETERMINING RIEMANN INVARIANTS 

Let A: jf -g" be the linear operator, and A *:~*-jf* 
be the dual operator. Then we can connect the system 

dRs =5'sAS(R), R=(RS):g"_H, sEIO,I,oo.,kJ, (4.1) 

5' ° _ {O for homogeneous system (2.6) } 
- 1 for nonhomogeneous system (2.6) , 

dim~ =n + 1, 

where AS :H-g", with the system of equations 

dRs=5'sJs(R), R=(RS):jf_H, dimW=n+l, (4.2) 

whereJs:A *oAs :H-jf*, sEIO,I,oo.,k j. 
Let us investigate the relation between the solutions of 

the system (4.1) and (4.2). We notice that if R: ~ -H satisfies 
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(4.1), i.e.,dRS( x) = sS A,'(R (x)), then for R: = RoA we have 

dRs (y) = d (RS oA )( y) = dRS (Ay)oA = A * dRs (Ay) 

= A *[sS AS(R (Ay))] = S' A *IS(R (y)). 

So R = RoA satisfies the system (4.2). 
Now we will show that if covectors Is = A * 0 AS are lin

early independent, then all solutions of the system (4.2) can 
be obtained in this way. 

It is enough to check that every solution R:'if? -H of the 
system (4.2) is of the form R = RoA, whereR:'if? -Hsatisfies 
the system (4.1). Therefore, we have to prove that the follow
ing formulation is valid: 

T( x): = Ii (y) if x = Ay, 

that is AYI = Ayz implies Ii (ytl = Ii (yz)· 
Indeed, we have 

Is (R )( yz - y tl = AS (Ii )A (yz - y tl 
so that 

R (yz) - R (YI) = (!!...R (YI + t(yz - YI)) dt Jo dt 

= f dR (YI + t(yz - ytl)(yz - ytldt 

= f st Is(li (YI + t(yz - YI)l) 

X (yz - YI) dt = O. 

Thus we have defined the mapping T:'if? o-H, where 
'if?o: = imAE'if? 

If A is a surjection, then R: = T is defined on the whole 
space 'if? Let us show that R satisfies Eq. (4.1). For YE~ and 
x =Ay, we have 

dRS (y) = ssIs (R (x)) 

soA *o[dRS( x) - S'AS(R (x))] = O. From injectivity it fol
lows that (4.1) holds. 

We will give another proof of this theorem under the 
assumption that Is = A *OA s are linearly independent and 
that the system (4.1) is in involution. For the homogeneous 
system (4.1) the forms Is (Ii ) and AS (R ) satisfy the same con
ditions of involution 14.15 (see Paper I, Sec. III), i.e., 

"Ts _ as"Ts +ps"Tr 1S = as 1S +ps 1r r-'-:'s 
/L .Rr - r /l. ,4, /l, ,R'" r/l. rlL, -r-. 

As we know, the solution Ii of the system (4.2) can be ex
pressed in the implicit form 

lJIS(R) = IS(R ).y = AS(R ).Ay, 

where the functions lJI S are solutions of the system 

lJI s.R' = a; lJI s + {3; lJI' , ri's. 

On the other hand, resolving the system 

lJI S (R ) = A ~ (R )xl' , 

(4.3) 

(4.4) 

with respect to the variable R, we get the solution of the 
system (4.1). Inserting x = Ay into (4.4) and utilizing (4.3), we 
find R (x) = R (y). That means that R = RoA, and this ends 
the proof. 

For the nonhomogeneous system (2.6) the forms Is (R ) 
and AS (R ) satisfy the same conditions of involution (2.7), i.e., 
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O'E[O,l, ... ,kJ, tEp, ... ,k), O'i't. 

According to the consideration in Sec. II, we can determine 
the form of covectorsIs (R ) and A S (R ) for which the compati
bility conditions (4.5) are automatically satisfied. So we have 

IO(R) =I(R)exp[ ~(R)], 
It(R)_ [I(R)~,R.(R) + I,R,\R I], 

A.Ro R, (R) = PstA,R' (R) + p,sI.R.(R) + Qs,I(R), si't, 

and 

A O(R ) = A (R )exp [ ~ (R )], 

A'(R)- [A (R )~,R,(R) +A.R,(R I], 

A.R'R,(R) = Ps,A,R,(R) + PtsA.R·(R) + QstA (R), si't, 

As we know, the solution R of the system (4.2) can be ex
pressed in the implicit form 

l/Io(R) = I (R J'y = A (R )·Ay, 

IJI' (Ii) = lJIo,R' (R) = I.R' (R ).y = A.R' (R ,·Ay, 

where the function lJI ° is a solution of the system 

lJIo.R.'R' (R ) = Pts 1/1 O.R' (R) + Pst I/IO.R' (R) + Qts I/IO(R), 

t i's E [ l, ... ,k l. (4.6) 

On the other hand, resolving the system 

lJIo(R) = A (R )·x, IJI' (R ) = I/IO.R' (R ) = A,R' (R )·x, (4.7) 

with respect to the variable R we get the solution of the sys
tem (4.1). Inserting x = A·y into Eqs, (4,7) and utilizing Eqs, 
(4,6), we find R ( x) = R (y). That means that R = RoA and 
this ends the proof. 

Examples: Let ~ C 'if?, be such a subspace that AS (R ) 13' 
are linearly independent, It is easy to see that if A:~ -'if? is 
immersion, then A * AS (R ) = AS (R ) 13' . In this case the above 
solutions indicate that the projection R: = R I if' of the solu
tion R of the system (4,1) in the whole space 'if? determines 
the solution of the system in the subspace ~, and, converse
ly, every solution R of the system (4.1) can be uniquely ob
tained from the solution li of the system (4,2) in the subspace 
~ C 'if? We can give the following interpretation to the ex
tension of R to the R: 

Let us define at every point X o E 'if? a hyperplane 

H (xo): = Xo + An [A I(R (xo)), ... ,AP (R (xo)) l, 
We see that R is constant on the intersection of such hyper
plane with 'if? Additionally, 

~ + An[A I(R (xo)), ... ,AP(R (xo))) = 'if? 

because in the case 

~ + An{A I(R (x)), ... ,AP(R (x))) i' 'if? 

there would exist a nonzero element A E 'if?* which would 
vanish on ~ and 

AnAnIA. I(R (xo)), ... ,AP(R (xo))l 

= I A I(R ( xo)), .. ·,AP (R ( xo)) l, 
which would be in contradiction with the assumption that 
AS (R ) I iff are linearly independent. Thus the hyperplanes 
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H ( x o), Xo E ~, cover some neighborhood of ~ in the space 
~. The solution R of the system (4.1) can be determined as 
R ( x): = R ( xo) for x E H ( xo)' 

Suppose that some Is :H-~. have common constant 
kernel ~ ° E ~, i.e., AS(R )1 1ffo = ° for R E H. In this case for 

A:~-~/~=:~ 

the above considerations give us a procedure for the reduc
tion of the system (4.2) to the smaller space ~ = ~ I~. 
Hence, the solutions R:~ -H are constant along the fiber 
layers A and "functorial mapping" R: ~ -+H is the solution 
ofthe Eq. (4.1). 

V. PHYSICAL INTERPRETATION OF THE NONLINEAR 
SUPERPOSITION OF THE SIMPLE WAVES IN 
NONHOMOGENEOUS SYSTEMS 

Now we show that the solutions of the system of Pfaff 
forms (2.1) can be interpreted as the interaction of many 
simple waves propagating on the simple state. For the sake of 
simplicity this statement will be illustrated on selected exam
ples. Let us consider a system of nonhomogeneous quasilin
ear partial differential equations with two independent var
iables (let it be time f and one space variable x): 

u, +A (u)ux =B(u), (5.1) 

(f,x) E ~ CR 2, u( x) = (u l( x), ... ,u l( x)) E llr'CR I, 

where A = A~(u) is a matrix of the dimensional I Xl, while 
B (u) = (B l(u), ... ,B' (u)) is vector with I-components. Simple 
elements for homogeneous and nonhomogeneous equations 
(5.1) are determined by algebraic equations as follows: 

(Ivs -A )ys = 0, AS = (VIS) - 1), SE 11, ... ,k j, 
(5.2) 

(IA? +AA~)Yo=B, AO=(A?.A?). 

Let us also consider the propagation of two simple waves on 
a simple state [k = 2 in Eqs. (2.1)]. By the appropriate nor
malization of the length of the vectors YO'YI'Y2 we can make 
the commutators (2.2) vanish. Thus we can choose the para
metrization of the surface 

u =!(R), R: = (R o,R I,R 2) (5.3) 

tangent to the fields YO'YI,Y2 in the following way: 

J! 
Yu~ -, (7=0,1,2. 

RU 
(5.4) 

Hence du( x) = ~~=ou,RodRu. From (2.1), under the as
sumption that YO'YI,Y2 are linearly independent, we have 

dRS = sS AS, S = 1,2, dR ° = A 0. (5.5) 

For such a case the system ofEqs. (5.5) can be written in 
terms of (only three now) new dependent variables. Eliminat
ing the variables sS in Eq. (5.5), we obtain 

RS 
,I + Vis) (R )RS 

,x = 0, S = 1,2, (5.6a) 

R °,1 = A ~(R o,R i,R 2), (5.6b) 

R o,x = A ~ (R o,R I,R 2). (5,6c) 

Now we will show that the solution of the system (5.6) 
describes interaction of waves, and we will justify the name 
"simple wave on a simple state" for it. 

It was proved in Refs. 16 and 17 that ifthe initial data 
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are sufficiently small, then there exists such a time interval 
[fo,T], in whch the gradient catastrophyl8 for the solution 
RU(f,x), (7 = 0,1,2, of the system (5.6) does not occur, Since 
each of the functions RS(f,x), S = 1,2, is constant along the 
appropriate characteristics CiS) :dxldf = Vs of the system 
(5.6), then if we choose in the space ~ the initial conditions 
for the function RS such that the derivatives RS.x will have 
compact and noninteracting supports 

suppRs.x(to,x)C [a"bs], 
(5.7) 

V suppR I.x (to,x)nsuppR 2,x (fo,x) = 0, S = 1,2, 
a .• ,b~ E R~ 

then, for arbitrary time fo < f < T, suppRs ,x (f,x) is contained 
in the "stripe" between appropriate characteristics of the 
families CiS) passing through the ends of the interval [as ,bs]. 

It was also proved 19 that if the initial data is sufficiently 
small, then in the interval [to,T] the following condition can 
be satisfied: 

V A vl(R (f,x)) - v2(R (t,x'));>c, (5.8) 
c>o II,x),(I,x')e [lo,T)xR' 

i.e., that every characteristic of the family C(!) has the tan
gent with inclination (measured with respect to the positive 
direction of the x axis) smaller than any characteristic of the 
family C m. 

It is evident that in such a case the stripes containing 
suppRs .x (t,x) divide the remaining part of the space ~ into 
the four disjoint regions (I-IV, respectively; see Fig. 1). 

In the region G:~ \ [suppR I,x (f,.)usuppR 2,x (f,.)] the so
lution R O(f,x) of the system (5.6) is described by the simple 
state. In this region RS.x = ° and the solution R O(t,x) satisi
fies Eqs. (5.6b) and (5.6c), with R S = R ~ = const. From the 
condition of compatibility of this equation, we obtain 

A O.R 0 A A ° = 0, 

which means that the direction of A ° does not depend on the 
variableR 0, so it is constant on G. Choosing the parametriza-

" 5 

IV 
5 

'oL---~~~~~b,---------7~~~~~ 

RI (to ,.II) =R'(.II) 

FIG. 1. The case of propagation of two simple waves on the simple state. 
S = simple state; W, W2 = simple waves propagating on the simple state S. 
If the characteristics of one family intersect, we choose a particular value of 
time T in order to exclude the possibility of gradient catastrophe. 
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tion of the curve u = !(R ° ,R I,R 2) such that the covector A ° 
does not depend on the parameter R 0, we can express the 
solution on G in the form of the simple state (4.3) (see Paper 
I), i.e., 

ui =!j(RO,R6,R6), where d!jo =y~(f(RO,R6,R6)), 
dR 

j= 1, ... ,1, 

R 0 = A ~t + A ~x, A 0 = constant vector. 

Now let tl and t2 be the moments, in which 
suppR I,x(t,x) and suppR 2,x(t,x) have only one common 
point, For times t E (to,t I) we have suppR I,x (t,x)n 
suppR 2,x (t,x) = 0 so the solution R S (t,x) can be interpreted 
as the propagation of two separate (noninteracting) simple 
waves on the simple state. For the times t E [t l ,t2] the charac
teristics of the families e(!) and e (2) containing suppRs ,x (t,x) 
cross each other, i.e" suppR I,x (t,x)nsuppR 2,x (t,x) #0. We 
interpret this as an interaction of two simple waves on the 
simple state, For times t > t2, by virtue of the conditions (5,7) 
and (5.8), the "stripes" containing the supports of the simple 
waves separate again, i.e., we again have suppR,x(t,x) 
nsuppR ~x (t,x) = 0, where R ~x = - S s, s = 1,2. It means, 
that the solution R U (t,x) decays in the exact way into the two 
simple waves propagating on the simple state. 

We see that, under all the above assumptions, in the 
interaction of the two simple waves on the simple state, 
which can be described by Riemann invariants, the solution 
decays in the exact way into the two simple waves on the 
simple state, being of the same type as in the initial moment. 

We have in this case the law of conservation of the num
ber and type of the simple waves propagating on the simple 
state, so we can speak about elastic interaction of simple 
waves on the simple state. 

In the case of more then two simple waves (k > 2) the 
interpretation is analogous but more complicated, because 
the region §j) is divided by supports of the functions 
R 1, ... ,Rk into the 2k subsets. 

In Refs. 6 and 19 it was proved that in the case of inter
action of many simple waves described by Riemann invar
iants the number and the type of waves 20 is also conserved. It 
was also proved that such solutions, resulting from the inter
action of many simple waves propagating on the simple 
state, decay in the exact way into simple waves on the state, 
of the same kind as those entering the interaction. 

The possibility of the nonlinear superposition of simple 
waves on a simple state in the case that can not be described 
by Riemann invariants was discussed in Refs. 6 and 19. The 
conditions guaranteeing the existence of the solutions of the 
Pfaff system (2.1) with two independent variables take the 
form 19 

2325 

k 

[Ys,YrJ = I efrYp, 
p=1 

k 

CYs,YoJ = 2: C~yu, 
u=1 

A 
S.rE ! I, . . ,k I ' 

(,-t o.y, - (w,[ Yo Yo])A 0) A,-tr = 0, 

,-t°M,-t° =0 AU AAa-l.O 
Yo ' f'-r 

for a#a, a,aE 10,I, ... ,k J, 
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(5.9a) 

(5.9b) 

wherethecovector~ E T"JYhastheproperty (m,yu) = oOr 
and the coefficients e ~ are not necessarily constant. 

The physical interpretation of this solution covers also 
the case of generation of waves as a result of their interaction 
on a simple state, Generation can take place for example 
when the commutators (5.9) of the vector fields Ya and YfJ 
are linear combinations of these fields Ya' Y fJ' and also of 
other fields Yp , ... ,Y u' It means that the waves connected with 
these fields Yp""'Yu take part in the interaction, So as an 
effect of the interaction of two simple waves we obtain new 
waves (of another type than those at the initial moment). If 
these new waves do not vanish asymptotically for large t, 
then the effect of generation is permanent (in accordance 
with the accepted terminology it is "a nonelastic interac
tion"). 

VI. THE EXAMPLES OF APPLICATIONS FOR 
NONHOMOGENEOUS EQUATIONS OF 
MAGNETOHYDRODYNAMICS 

We show as an illustration the example of exact solution 
obtained by means of the procedure described here (other 
examples of such solutions for the equations for gas and 
magnetohydrodynamic can be found in the papers4

,6.19,21). 

Let us consdier the flow of ideal compressible conductive 
fluid placed in magnetic field in the presence of Coriolis 
forces B = pOXu. We assume that all unknown functions 
depend only on two independent variables (let them be time t 
and one space variable x). With the above assumptions the 
equations examined form the quasilinear hyperbolic system 
as follows22

-
24

: 

ap a 1 ---at + ax (pu ) = 0, (6.1a) 

!...(~) +ul~(L) =0, (6.1b) 
at pK ax pK 

au l 
1 au l 

1 a ( (H2f + (H 3 )2) - +u - + -- p+ =0, (6.1c) 
at ax p ax 811' 

au 2 
I au2 H 6 a 2 + U - ----H =pmu3

, (6.Id) 
at ax 41Tp ax 

au3 
I au3 H b a 3 2 - + U - ----H =pmu, (6.Ie) 

at ax 41TP ax 

aH
2 

+ ~(uIH2 -u2HI)=0 (6.1t) 
at ax 0 0' 

aH 3 a -- + -(u IH 3 -u3H 1 )=0 whereO ( 00) at ax 0' = m, , , 

(6.1g) 

where we used the following notations: p = the density of the 
fluid,p = the pressure of the fluid, u = the vector field of the 
fluid velocity, H = the vector of the magnetic field, 0 = the 
angular velocity of the fluid and K = the polytropic expo
nent. We can assume, without losing generality, that the co
efficient of the magnetic inductive capacity equals the unity: 
J.L = 1. We recall here that in the case of two independent 
variables t and x the first component of the magnetic field 
H b has a constant value. So in this case the system (6.1) 
reduces to seven equations for seven unknown functions. It 
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TABLE I. Homogeneous simple elements. We introduce the notation D = v, - u'. The function D possesses the physical sense. It corresponds to the velocity 
of the propagation of the disturbance relative to the fluid. Vi is the local velocity of the ith eigenvalue wave. 

D = ~ [( Kp + ~)' + li' ] 1/2 ± [( Kp _ ~)' + li ] 1/2 

± 2 P .J41iP 41Tp P J4iijJ 41Tp , 

_ (H')' H' i=~, a ± = D '±, i = 1,2,3. 
41Tp 4rrp 

sgn. 
a± 

No. Notation D± Eigenvalues V, 

E +1 V, = u l 

2 L -I + V, = u' - D+ 
3 S -I V, = u l 

- D_ 
4 S+ +1 V. = u l + D_ 
5 F+ +1 + vs=UI+D+ 

V6=U
I 

HI 

6 A -I .J41iP 

7 A+ +1 
V7 = u l 

HI 
+--

.J41iP 

is convenient to write the vector u in the following form: 

u=(p,p,u!,u,H), u=(ul,u), H=(H6,H), 

where by u and H we denote the two-dimensional vectors: 
U = (U 2,u3),H = (H 2,H 3

). Eigenvalues, eigenvectors and the 
corresponding seven types of disturbances permitted by the 
system of Eqs. (6.1) are set in Table I. 25.26 

The sign ± means here, that the wave goes in the right 
or in the left direction with respect to the medium. Taking 
into account simplifying the following calculations, we 
choose the particular form of nonhomogeneous simple ele
ment. Let covector A. ° be a constant one form A. 0 = dt, then 
we have 

Yo = B = pw(0,0,0,U3
,U

2,O,O). 

We reduce here our considerations to the possibility of 
interaction of two magnetoacoustic simple waves F _ and F + 

in the nonhomogeneous system (6.1). We are interested here 
in solutions permitting existence of Riemann invariants. So 
we make an additional assumption, namely, we require van
ishing of the commutator (S.2a) for the arbitrary Yo, Yv Y2 
(i.e., foreacha,P= 0,1,2,[ Ya' Yp] = 0). The above demand 
constitutes the necessary and sufficient condition for the ex
istence of a local curvilinear system of coordinates on the 
surface spanned by the fields YO'YIIY2 in the space 71". The 
curves are tangent to these fields, so for each a = 0.1,2 we 
have (2.4), i.e., 
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Name of the wave 
corresponding to 

Eigenvector r, the eigenvector r, 

(1,0,0,0,0) = rl entropicE 

( ~± ) 

magnetoacoustic 
Kpa ± 

rj = €D ±a ,±_ fast F ± 
-€D±HIH 

slow S± 
D±H 

j= 2, 3, 4, 5. 

° _H3 

r. = .j4;:p alfvenA ± 

H' 

.j4;:p 
_H3 

H3 

k= 6, 7 

ap 
=0, ap ..a ap _ ..a 

aRo aR t P -, aR 2 -p +' 

ap 
=0, 

ap = Kp..a_, 
ap 

= KP..a+, 
aRo aRt aR 2 

aul 
=0, 

aul aut 
= E/)+..a+, 

aR o --I = EO+..a_, 
aR 2 aR 

au2 
= u3, au

2 
_ 0 HIH2 au2 

- EOtHtH2, -6 + ' = 
aRC aRt aR 2 

au3 

=u2, au3 
-Eo+H 1H 3

, 
au3 

A 3 
= -Eo+H1H, 

aRC aRI aR 2 

aH 2 
aH

2 
=0 H2 aH

2 
=0 H2 -=0 

aRc ' aR 1 +' aR 2 +, 

aH 3 
aH

3 
=0 H3 aH

3 
=8 H3. -=0 

aRo ' aR t +' aR 2 + 

(6.2) 

So the compatibility conditions (2.7a) in this particular case 
demand satisfying the relations 

A. o,Ra !\A.a = 0, a = 0,1,2, 

which are automatically satisfied as A. ° is a constant I-form. 
Equations (6.2) allow us to separate two different situations. 
In the case when H = ° the tangent surface is written in the 
parametric from as follows: 
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p = [(K + l)/4JAK](R I _ R 2)2I(K+ I), P = ApK, 

H = (H ~ ,0,0), 0 = (m,O,O), 
(6.3) 

ul = ! (R I _ R 2), U2 = ClcosmR 0 + C 2SilUtJR 0, 

U3 = DlcosmR 0 + D 2SilUtJR 0, 

whereA,m,H ~,Ci,Di' i = 1,2, are arbitrary constants. The 
wave covectors describing the local velocity and the direc
tion of propagation have the form 

Ai = (€15 - (R I + R 2)/2, - 1), € = ± 1, i = 1,2, 

where 15 = Vi - U I is the velocity of propagation of a wave 
relative to the medium which equals. 

15 = ffK[(K + l)/4JAK(R I _ R 2)(K- I)/(K- 2)]. 

The covector of the simple state equals A 0 = (1,0). The re
duced system has the form 

R I,t - [15 - (R I + R 2)12]R I,x = 0, R 0 = t, 

R 2,t + [15 + (R I + R 2)12]R 2,x = 0, 

where rl and R 2 are the Riemann invariants for the interact
ing waves and R 0 is the parameter of the simple state. In this 
case the magnetic field H has the constant value and its di
rection is parallel to the vector O. The magnetoacoustic 
waves F + and F _ move in the same direction along O. The 
current j and the magnetic force F m = j X H vanish. It can 
be easily tested that equations ofMHD reduce in this case to 
the hydrodynamics equations for rotating fluids. 26 

In the case H ~ = ° the tangent surface is written in the 
parametric form 

J (AKpK-I + ~:y/2 ~ =R I +R2, 

P=ApK, H = CpHo, IHoI = 1, 

ul = R I _ R 2, u2 = ClcosmR 0 + C2SilUtJR 0, 

U 3 = DlcosmR 0 + D2SilUtJR 0, 

o = (m,O,O,), HoO = 0, 

(6.4) 

where A,C,m,Ci ,Di , i = 1,2, are arbitrary constants. The 
wave covectors of the interacting waves F _ and F + and the 
simple state are expressed as follows: 

Ai = (€15 + R 2 - R 1, - 1), A 0 = (1,0), 

€ = ± 1, i = 1,2. 

where by 15 = (AKpK-1 + C 2pl41r)1/2 we denotethevelocity 
of propagation of the wave relative to the medium (see Table 
I). The reduced system of equations defining the equations in 
the Riemann invariants have the form 

R 1,/ _ (15 + R I - R 2)R I,x = 0, R 0 = t, 
R 2,t + (15 - R I + R 2)R 2,x = 0, 

where R I and R 2 are Riemann invariants for the interacting 
waves and R 0 is the parameter ofthe simple state. From the 
form of the field velocity u it results that the trajectories of 
the fluid particles in the successive moments of time draw 
the spiral curve with the x axis parallel to the vector O. 
Curving of the particle trajectory is forced by the Coriolis 
force. The magnetic field H acts perpendicularly to the vec-
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tor O. The quantity IHl/p is constant. From Eqs. (6.1c)
(6.1g) we can get the relation 

~H= (Hv)u, 
dt p p 

which is satisfied identically. It means that the force lines of 
the magnetic field are inextensible, i.e., they remain "rigid." 
The current j flows in the direction perpendicular to the 
magnetic field H. The magnetic force acts in the direction of 
the x axis, causing only the compression of the element of the 
fluid-it gives the contribution to the pressure [because 
VH2/81T#0, (HV)H = 0]. In the physical sense the solution 
obtained describes the nonstationary nonrotational flow of 
the fluid on the spiral curve along the x axis. This type of 
flow can happen in the space between the conductive sur
faces of two coaxial cylinders. If m-o in Eq. (6.4), we obtain 
the solutions of the homogeneous equations (6.1) describing 
the interaction of two magnetoacoustic fast waves F + and 
F _, which are written in the Riemann invariants form 
(found in Ref. 27). 

In more general case the interaction of any magnetoa
coustic simple wave with another one on the simple state 
(i.e., when in Eqs. (5.9) C~r #0) results in generating two new 
magnetoacoustic waves.6.25.26 We can present it in a symbol
icway 

F+ +F_-F'+ +S'+ +S'_ +F'_. 

As in this case the integrability conditions (5.9a) require that 
the Lie module containing any two fields, say rl and r2 con
tain also other fields, say r3 and r4' It means the waves con
nected with fields r3 and r4 take part in the interaction. So as 
an effect of two simple waves interaction, we obtain new 
waves (of another type than those set in the initial moment). 
If these new waves do not vanish asymptotically for large t 
(i.e., t_~), then the effect of generation is permanent (in 
accordance with accepted terminology, we are talking here 
about so-called nonelastic interaction26). 
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Generalized stochastic processes and continual observations in quantum 
mechanics 
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We give here a mathematically rigorous form to an earlier work by Barchielli, Lanz, and Prosperi, 
in which it was found that a generalized stochastic process describes the results of continual 
observations of the position of a quantum particle. With the help of Albeverio and H0egh
Krohn's theory of Feynman path integrals, we define the characteristic functional of this process 
and demonstrate that it possesses the necessary properties of normalization, continuity, and 
positive definiteness. An explicit calculation of the Feynman path integral which defines the 
functional allows an analysis of the process to be made. 

PACS numbers: 03.6S.Bz, 02.S0.Ey 

I. INTRODUCTION 

In a recent paper, I a formalism was developed for con
tinual observations in quantum mechanics, and an expres
sion for the joint probability distributions of the values of the 
observables which are continuously measured was given. 
The systems described in Ref. 1 have few degrees of freedom; 
the simplest model discussed is a particle whose position is 
continually observed. However, it was the authors' intention 
that the paper should provide a first step towards the solu
tion of the problem of linking an objective description of a 
macrosystem to quantum mechanics. Such a problem is fun
damental for a realistic interpretation of quantum mechan
ics, as is seen, for example, in the Daneri-Loinger-Prosperi 
theory of measurement2 and in the axiomatic approach of 
Ludwig. 31t seems necessary to give a mathematically precise 
form to the rather formal developments in Ref. 1, where 
Feynman path integrals are used without a too-rigorous con
cern for their definition. More specifically, we will show that 
(a) continual observations produce a generalized stochastic 
process, (b) the characteristic functional of the process can be 
rigorously defined by the use of Feynman path integrals, (c) 
the generalized stochastic process can be analyzed in terms 
of simpler processes, thus obtaining some physical insight. 

Let us take a particle which, for simplicity of notation, 
moves on the line within the time interval (O,t). The Jlilbert 
space of the system is L 2(R ) and the Hamiltonian is H = ji / 

" 2m + V. The initial.1'reparation of the system is described by 
the density matrix WOo The starting point of our work is the 
relation which, according to Ref. 1, gives the density of the 
joint probability distributions of the mean values of the posi
tion in v time intervals into which the interval (O,t) is subdi
vided (for simplicity we have taken intervals of equal size 
.1t = t Iv): 

p( Wolx .,(O,t .);x2,(t .,t2 );···;x",(tv _ • ,t)) 

= Tr(Y(xv ,.1t ) ... Y(x.,.1t )Wo), (Ll) 
where Y(x,At) is an operator which acts on the space 
'Te(L 2(R )) of the trace class operators on L 2(R ) as follows: 

a1postal Address: Istituto di Scienze Fisiche "A. Pontremoli," Sezione di 
Fisica Teorica, via Celoria 16,1-20133 Milano, Italy. 

Y(x,.1t) 

with 

= lim ( a.1t )n12 r dx .... dxn D(X _ 1:7= IX; ) 

n-oo 1rn JR" n 

XQ(Xn;a ~t )u( ~t } .. 

XQ(XJ; a:t )u( ~t ). 

Q ( 
a.1t \~ [1 _ .:it (A )2] A 

x;-n-r=exp -2"a--;;- q-x p 

[ 
1 _ .:it (A )2] 

X exp - 2" a --;;- q - X 

u( .:it )0 - ( i.:it H")o - -exp ---
n ~ n 

( 
i.1t" ) 

X exp + -,; --;;- H , 

and a is a positive constant. 

(1.2) 

(1.3) 

(1.4) 

We give a brief illustration of relation (1.1); for a more 
complete explanation one is referred to the original paper. 
Making use of Gaussian instruments4 for measuring the po
sition of the particle, the authors are led to describe the re
sults of K repeated observations, made at time tk = kt /K, 
k = 1,2, ... , K, with the following probability distribution: 

P( Wolx(t.lel., ... ,x(tK )e1K) 

= Tr{[(.!!... )K12 r dx •... dxK Q(xK;a) 
1T J/,X"'Xlx 

(1.5) 

where I k , is any Borel set of R and a is a positive constant 
which specifies the degree of accuracy of the instruments. 
This relation recalls the corresponding prescription by 
Wigner, which deals with repeated observations of position 
with minimal disturbance resulting from the measuring ap
paratus: 

P '( Wolx(t.)ElI, ... ,x(tK )ElK) 

(1.6) 
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where Q '(I lP = E (I lPE (I) and where E (I) is the projection-
valued measure of the operator q. In contrast to the above, 
relation (1.5) defines a true probability distribution on R K. 

However, it is still inadequate to construct a stochastic pro
cess describing the position of the particle during the time 
interval (O,f ); in fact, if observations are made at closer inter
vals, non consistent distributions are obtained. In order to 
overcome this difficulty, the authors suggest the following 
procedure. One considers the probability distributions for 
the time averages ofthe position in an arbitrary set of disjoint 
time intervals. Then one assumes a = at I K, and takes the 
limitK----+oo, i.e., one has in any finite time interval an infinite 
number of repeated observations each with a vanishing accu
racy. This limit gives us relation (l.l). 

We wish to define a generalized stochastic process5 

r/> ('P) over the nuclear space fiJ (0,t)6 of test functions. As is 
known, such a process is thoroughly defined by its character
istic functional L (<p ), where L ('P ) is the mean of the random 
variable exp[ir/> ('P )]:L ('P ) = E (exp[ir/> ('P )]). Such a functional 
must be continuous, normalized, and positive definite. To 
the mean value of the position during the time interval 
(f). _ 1 ,fA) there corresponds the random variable r/> GU

A 
,./.1)' 

where X-II I I (7) is the normalized characteristic function of 
A I- A 

the interval; strictly speaking, Xu •.. ,.IAIEtfiJ (O,t). From this it 
follows that the Fourier transform in R " of the joint prob
ability distributions for the mean values within v intervals, 
gives the following formal expression for L ('P ) when 
'P(7) = ..::1f!.~ ~ 1 'P AXU

A 
"I

A
) (7), where..::1t = f Iv: 

L (..::1t *'PAXitA ",AI) 

= 1 ,dx1 .. dx" Tr( Y(x",..::1t ) .. ·Ylx 1'..::1 t )Wo) 

xexp(i..::1t *'P,lX,l ). (1.7) 

One could investigate the existence of the limit in (1.2) using 
operatorial techniques (the Lie-Kato-Trotter product for
mula), and define L ('P ) by extension for every 'PEfiJ (0,1 ). 
However, we prefer to take another path, which indicates the 
possibilities of the use of Feynman path integrals in prob
lems of this type. Relation (1.7) suggests fairly directly a for
mal expression of L (<p ) by using Feynman path integrals. We 
shall demonstrate that a precise meaning can be given to 
such an expression within the framework of Albeverio and 
H0egh-Krohn's theory of Fresnel integrals 7 and that the 
functional thus defined has the necessary properties: This 
will be discussed in Sees. 2 and 3. In Sec, 4, an explicit calcu-
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lation ofthe Fresnel integral givingL ('P ) allows us to analyze 
the process in terms of simpler processes. It should be noted, 
however, that, in this decomposition, alongside with some 
true stochastic processes-a white noise and a Brownian 
motion for the velocity of the particle caused by the observa
tions of the position-there appear "processes" with "prob
ability distributions" which can be negative. In the free case, 
deterministic processes appear concentrated on the trajec
tories of a classical free particle, with initial "distribution" in 
p'hase space given by the Wigner distribution associated with 
Wo. Finally, the presence of a potential introduces a "jump 
process" for the velocity of the particle. Besides, let us ob
serve that the hypothesis we shall be making on the potential 
V excludes the case of the harmonic oscillator. Some obser
vations on this subject are to be found at the end of the paper. 

2. DEFINITION OF THE CHARACTERISTIC 
FUNCTIONAL OF THE PROCESS 

To guess the structure of L ('P ), we start from relation 
(1. 7) which we rewrite introducing the Fourier transform of 
,7(X,..::11). Note that one can write 

Y(x,..::1t) = ~J+ '" dK exp( -IX..::11 x)exp(% K..::1t), 
21T_ oc 

where 

% KP = - (ilfij[H,p] -la[q,[q,p]] 

+ ~iK! q,p l - (K 214aJP 

(2.1) 

(2.2) 

and! A,B l denotes the anticommutator between A and B; a 
demonstration due to Frigerio is indicated in Appendix A. 
Expression (1.7) can then be rewritten as follows: 

L (..::11 f <PAXII. "IAI) 
A~l 

= Tr[ exp( %<p,..::1t )· .. exp( % <p,..::1! ) WI)]' (2.3) 

For an arbitrary test function 'PEfiJ (O,t ), the following defini
tion follows naturally: 

L ('P ) = Tr( {}i~ [ exp( 5f'~" ~ } .. exp( % 'l'J ~ ) 

X ... exp( % '1', ~ )]} Wo). (2.4) 

where 'P; = 'P (jt In) and where the chronological ordering 
in the product of operators is essential. With standard calcu
lations, representing the generalized eigenfunctions of q with 
Iq), we obtain 
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=exp[ -~fcp2(r)dr] (dqi f/fl[q(r)]f/fl[q'(r)] 
4a JR qll)=q'II)=q 

xexp{ ~~ Ldr [If(r) - q'2(r)]} (q(O) I Wolq'(O) 

x exp{ - ~ f dr [V(q(r)) - V(q'(r))] }exp [ - ~ L [q(r) - q'(rW dr] 

X exp[i Lcp (r) q(r) ~ q'(r) dr]. (2.5) 

From this point onwards, we shall concern ourselves with a mathematically rigorous treatment. We shall give meaning to 
the formal Feynman integral in (2,5) using a Fresnel integral on a real Hilbert space JY. 7 We begin with giving some definitions 
and recalling a few basic facts about the Fresnel integral. Let &;l be the real Hilbert space of continuous functions y(r) [rE(O,t )] 
with weak derivativedy/dr=rEL 2(0,t) and y(t) = 0, with inner product (YI'Y2)~ = (m/Ii)S~rl(r)Y2(r) dr. LetJY = &;l+ ffi &;l
(&;l + = &;l- = &;l). An element of JY will be denoted r =[y+ ,y--l; we shall denote by h,) the inner product in JY. Let 
B = Ii'>' ffi ( - Ii'> ): observe that B = B * = B -I. The vectors y"E&;l are defined by y,,(r) = t - uV r with uV r = max(u,r). 
The following relations hold: (liim)(y,y,,),-s = y(u) and (li/m)(y",Yr) = t - uV r [(Ii/m)(t - uV r) is the reproducing kernel 
of &;l). Further let r ,,+ = [y",O]EJY, r; = [O,y"lEJY; for r~±) analogous relations hold true. With the notations of the 
Fresnel integral via Ref. 7, we are now led to the following definition: 

L(cp)=exp[ - ~Lcp2(r)dr]{dq{exP[iqLcp(r)dr].[dr(exp[ ~ (r,Br)]'(Y+(O)+qIWoIY-(O)+q) 

xexp [ - ~ L [V(y+(r) + q) - V(y-(r) + q)] dr] 

X exp[ - ~ L [y+(r) - y-(r)]2 dr ]exp[iLcp (r) y+(r) ; y-(r) dr])}. (2,6) 

The Fresnel integral S;f' dr exp[(i/2)(r,Br )1f(r) is defined by [see pp, 59, 60 of Ref. 7) 

Idrexp[ ~ (r,Br)]f(r) ': fwexp[ - ~ (r',Br')] dll[(r'), (2.7) 

for every fsuch that 

fir) = Jy exp[i(r,Br')] dll[(r'), (2.8) 

where Il [ is a complex measure on (JY, gj) with bounded total variation; we have denoted with gj the u-algebra associated 
with the metric of JY. Let 1(Jf') be the Banach space of such measures with the total variation norm. 1(Jf') is in fact a 
commutative Banach algebra under the convolution product of the measures. The mapping /" :Ilrf is linear and one-to-one. 
Let Y(Jf') be the space of functions of type (2.8). With the norm Ilfllo = 111l!11 and under usual multiplication it isa Banach al
gebra; /" is an isomorphism between Banach algebras. The functional I (I) = S,;yexp[(i/2j(r,Br )If(r) dr on the Banach 
algebra Y(Jf') is continuous. 

In order to guarantee that (2.6) is a good definition of L (cp ) two hypotheses are required. First, we shall require that the po
tential Vbe the Fourier transform of a bounded complex measure: 

V(x) = i exp(iax) dll(a), (2.9) 

I t is seen that a function of type (2.9) is certainly bounded, and therefore such a hypothesis is physically restrictive because, for 
example, it excludes the case of a harmonic oscillator. Secondly, choosing for simplicity Wo = I¢o) (¢ol we shall require 

¢o(x) = i exp(iax) dv(a) (2.10) 

with va bounded complex measure. Observe that the linear combinations of such pure states are dense in the state space. 
Proposition 2.1: Let JY and B be defined as above. Let V(x) and ¢o(x) be Fourier transforms of bounded complex measures 

on R. Then L (cp) is well defined by (2.6). 
Proof Let us demonstrate that the factors appearing in the Fresnel integral in (2.6) belong to the Banach algebra Y(Jf'). 

This shows that the Fresnel integral exists: 

(I) (y+(O) +ql¢o)(¢oly-(O) +q) = l,dv(a)dv*(a')eXP[i(a-a')q]eXP[ia ~ (r,ro+)]exp[ -ia'~ (r,r o-)] 

= LpeXP[i(r,Br')] dX(r'), (2.11) 

where 
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x{F') = ( dv(a) dv*(a') exp[i(a - a,)q]8(r' - a.!i r 0+ - a,.!ir 0)' (2.12) 
JR 2 m m 

(II) f [V(r+(r) + q) - V(r-(r) + q)] dr = fdr 1 dfl(/3) exp(iq/3 ){exp [i/3 ~ (r,r.,+)] - exp[i/3 : (r,r T-)]} 

= fW" exp [i(r,Br')] d; (F '), (2.13) 

where 

;(r') = fdr L dfl/fJ) eXP(iq/3).[8(r' -/3 ~ r T+ ) - 8(r' + /3 ~ r; )], 
and hence 

exp{ - ~fdr[ V(r+(r) + q) - V(r-(r) + q)]} = f.weXP[i(r,Br')] d exp [ - ~ ; l(r'), 

where exp[ - (fll%);] is defined by the covergent series in ..4(£'): 

exp [ - lilli); ] (r') = 8(r') - (ill%); (r') + !( - ill%)2(; *; )(r') + .... 

(2.14) 

(2.15) 

(2.16) 

(III) Let us consider the third factor; the integral in the exponent, h (r) = S~ [r+ ('I) - r- (r)f dr, is the quadratic form of a 
positive semidefinite Hermitian operator which we denote by S, (r,Sr) = S~ [r+(r) - r- (rW dr ! in particular, it is easy to 
check that h (r + r') + h (r - r') = 2[h (r) + h (r ')] J . If, moreover, S belongs to re(£'), on the basis of a general result,8 

exp[ - !a{F,Sr)] is the Fourier transform of a Gaussian probability (with mean 0) on .JY'. Let us ascertain the validity of this 
condition. The set of vectors [en, n = 0, 1, .,. J, where 

(
Ii )112 ( 2m )112 1 . (nrr ) 

eo = mt (t - 'I), en = --;;; nrr sm -t- 'I , 

is a basis in S). The set [ [en ,0], [O,en ] J = ! E n+ ,E n- J is a basis in.JY'. Since 

S is a trace-class operator. We can therefore write 

(2.17) 

where,o is a Gaussian probability on .JY'. Let p be the measure on .JY'such that, for every ,o-integrable function g, the following 
relation holds: 

L,g(r') dp(r') = JdYg(Br') dp(r '). (2.18) 

In conclusion we obtain 

exp[ - : f [r+(1') - r-(rWd1'] = J;yexP[i(r,Br')] dp(r'), (2.19) 

where p is a Gaussian probability. Observe the following property of p relevant for the ensuing arguments. Let.JY's be the 
subspace of.JY' defined by.JY's = [[r+ ,r-]; r+ = r- J. From frexp[i(r,Br') dp(r') = 1 for every r~s' and from the fact 
thatp is a probability, we can deduce that it is concentrated on .JY's· 

(IV) exp[ii' 'P ('I) [r+(1') + r-(r)] dr = exp[i.!i (' 'P ('I) [(r,r T+) + (F,r T-)] dr o 2 m Jo 2 

= i exp [i(r,Br')] dt/!(r '), 
,W" 

(2.20) 

where 

¢(r') = 8(r' - ~ f 'P ~r) (r.,+ - r; )dr) (2.21) 

Sincer~±) is continuous in 'lin the norm of.JY', the definition of the integral in (2.21) gives no problems. We conclude that the 
Fresnel integral in (2.6) is well defined by 
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Lr~exp[ ~ (F,Br)]<y+(O)+qlrpo)(rpoly-(o)+q)exp{ -~ LdT[V(Y+(T)+q)- V(Y-(T)+q)]} 

xexp[ - : L [Y+(T) - y-(TW dT]-exp{iL CPt) [Y+(T) + y-(T)] dT} dr 

':Jrexp [ - ~ (F',Br')]d(x*exp( - ~t )*p*rp}r'), (2.22) 

where,x, t,p, and rp are defined by (2.12), (2.14), (2.19), and (2.21). It remains to discuss the existence of the integral in q. Since 
this follows directly from the arguments in Sec. 3, we can here take this point for granted .• 

Let us close this section by giving an equivalent expression of the Fresnel integral in (2.22), linked to the decomposition 
K = Ks al K;. Let r = [y+ ,y-]EK. Then r = l: + A, where 

~ = [ y+ + y- y+ + y-]EK A = [ y+ - y- _ y+ - y- ]EK1 . 

2 '2 s' 2' 2 s 

Let usdefine~07 = [Yu,Yu] andAu = [Yu' - Yu]· NotethatBKs = K;,BAu = ~(7. One can easily verify that the integral on 
Kin (2.22) may be expressed as an integral on the product space Ks X K;, metrically equivalent to K, as follows: 

Jyexp[ - ~ (r',Br')]d(x*exp[ - ~ t ]*p*rp}r') = JY'XytXP [ -i(~',BA ')]d(E*exp [ - ~ 7l]*w*,-t }~',A '),(2.23) 

where 

E(~ ',A ') = f dv(a) dv*(a')exp [iq(a - a')]8 (~' - !i. a + a' .Io) X 8(A ' _ !!.. a - a' Ao), 
JR' m 2 m 2 

7l(~',A')= LdTidll(p)eXP(iQp)8(A'-! ~ AT)X[8(.I'-! ~ ~T)-8(~'+! ~ .IT)]' 

,-t(~',A')=8(~')X8(A'- !1'cp(T) A; dT). 

w(~',A ') = ws(.I ')X8 (A 'I; 
in relation (2.27), Ws is a probability on Ks such that 

exp[- ii i'[Y+(T)-y-(T)fdT= f exp[i(~',BA)dws(~'), 
4 0 JK, 

where 

A- , . _ [ y+ - y- _ y+ - y- ] 

2 2 

3. EXISTENCE OF A GENERALIZED STOCHASTIC PROCESS WITH L(cp) AS CHARACTERISTIC FUNCTIONAL 

(2.24) 

(2.25) 

(2.26) 

(2.27) 

(2.28) 

In this section we will show that the functional L (cp) over the nuclear space .@(O,t), defined in Sec. 2, has the following 
properties: 

(1) L (0) = 1 (normalization), 
(2) L (cp ) is continuous 
(3) for any functions cp(1I, ... cpl'" in.@ (O,t ) and any complex numbers a h ... a", one has l:2k = 1 L (cp lil - cp Ik 'lapt>O (positive 

definiteness). 
These properties guarantee the existence of a generalized process over the nuclear space of test functions fiJ (O,t ). 5 

The proof of the normalization property requires the explicit calculation of L (cp ) for cp = O. To avoid later repetitions, we 
here give the calculation for an arbitrary CPEfiJ(O,t). We have 

2333 

L (cp) = exp[ - ~ 1'cp 2(T) dT]i dq exp[iq1'cp (T) dT ]fw,xw;exP[ - i(~,BA )]d (E*W*,-t *exp[ - ~ 71 D(.I,A) 

=exp[ - ~ 1'cp 2(T) dT]i dq eXP[iq1'cp(T)dTJi,dv(a) dv*(a')nto( ~i r ~!ini~XdTiiniiIldll(,8i) 
xexp[iq(a - a' + itlPi)]JJr,+>xJr,+>exp[ - t(~ +1 +I + itl~i.B(A +.4 +A + itlAi))] 

Xd(8(~-! a~a'~o)X8(A_ ~ a~a'Ao)Xws(1)X8(.4)X8(I)X8(A- ~fCPt)ATdT) 
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x IT {[D(~. _!i Pi ~ .) _ D(~. + !i Pi ~ )] XD(A. _!i Pi A)}) 
i = 1'm 2 T, 1 m 2 T

j 
1 m 2 Tj 

= exp [ - ~ f'rp 2(T) dT] r dq exp[iq f'rp (T) dT] r dv(a) dv*(a') f ( - i )"~ r IT dTJ iI dJl({3;) 
4a Jo JR Jo JR' "=0 fz ndRni= 1 JRni= 1 

Xexp -!:. dT - (a - a')(t - T) + - IPi(t - TV Ti) + - rp (u)(t - TV u) dO" { -i' [fz fz " fz i' ]2} 
4 0 m m i= 1 m 0 

xiI (exp { - ifz Pi [(a - a')(t - Ti) + i PI(t - Ti V T/) + f'rp (T)(t - Ti V T) dT]} - c.c.). 
1= 1 m 2 1= 1 Jo (3.1) 

In the first step it was taken into account that, for any bound
ed continuous functionalf(r), S Kf(r) d Vt*v)(r) 
= S KxKf(r + r') dJl(r) dv(r') holds. The exchange of 

the series with the integral on K is possible since 
S Kexp[ - !i(r,Br)] dJl(r) is a continuous functional on the 
Banach algebra 1(~. 

Proposition 3.1: L (rp ) is normalized, i.e., L (0) = 1. 
Proof Take rp = 0 in expression (3.1). The first term of 

the series, n = 0, may be calculated as follows: 

lim r dv(a) dv*(a')J + L dq exp[iq(a - a')] 
L~ooJR 2 _ L 

[ 
. fz a + a' ( ') ] X exp - I m --2- a - a t 

xexp [ - ! (~ rIa -a'fL(t - T)2 dT] = 1, (3.2) 

where we have taken into account that 

J
+L 

1 = 1~ _ L "'o(q)"'~(q) dq 

= l~l,dv(a) dv*(a')J~Lexp[i(a - a')q] dq 

= lim r dv(a) dv*(a') 21TDL(a - a'). L-ooJR ;> 

We shall refrain here (and in what follows) from a detailed 
discussion of the use of the delta function, since it would 
become somewhat lengthy. 

Let us calculate now the general term relative to n 01- 0: 

( ~ )" ~ lim r dv(a) dv*(a') 
fz n! L~oo JR' 

X 1 niVI dTi 1 niVI dJl({3i) 21TD L (a - a' + itlPi ) 
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I 
In fact, under the condition a - a' + 1:7= 1 Pi = 0 resulting 
from the presence of D (a - a' + 1:7= 1 Pi)' one factor in the 
last product is always zero: Observe that, since then 

" 
(a - a')(1 - Ti) + IPI(t - Ti V T/) 

1=1 

if i is such that Ti >Tp 'til, one has 

exp{ - i ~ ~ [(a - a')(t - Ti) 

+ iPI(t - Ti V T/)]} - c.c. = 0 .• 
1=1 

Proposition 3.2: L (rp ) is continuous. 
Proof 

L (rp) = exp [ - :a frp 2(T) dT] 

X 1 exp[iq frp (T) dT ]Fq(rp) dq, 

having denoted the Fresnel integral (2.22) with Fq(rp ). Let us 
first demonstrate that Fq (rp ) is continuous: If 
rpk--+ip, Fq(rpk~Fq(rp): 

Fq(rpk) - Fq(rp) = JK( exp{ - ~ [r' + 1\,B (r' + 1\)]} 

-exp{ - ~ [r'+F,B(r'+F)]}) 

Xd(x*exp [ - ~ t ]*p )lr'), 
with - i' r T+ -r T-r k = rpdT) dT 

o 2 
and 

F= f'rp(T) r.,.+ - r;: dT. 
Jo 2 

Observe that 7\-F if rpk--+ip (a uniform convergence of rpk 
K 

to rp is sufficient). Furthermore, it should be borne in mind 
that, since K is a complete separable metric space, any finite 
measure on it is tightS; hence, 'tiE, there exists K such that 

r d Ix*exp( _.i.; )*p I (r') < E. 
Jllr'li >K fz 
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Then 

!Fq (q1k)-Fq (q1)/<2€+ ( [2!(F',B(l\ -F))! 
JIlr'II<K 

+ !(Fk,BFk) - (F,BF)!] 

xd Ll'*exp( - ~ ; )*p!W'), 

We conclude Fq(CPk )-Fq(cp). Now 

lim L(CPk) = lim exp[ -~ f'cpi(r)dr] 
k~"" k~"" 4a Jo 

xL exp[iq [cpk(r) dr ]Fq(CPk) dq 

=L(cp) 

as long as it is possible to exchange the limit with the integral 
in q. Let us denote with Mq{cp ) the expression which gives 
L (cp ) when integrated in q: 

Mq(cp) = exp [ - ~ Lcp 2(r) dr] 

XexP[iq Lcp (r) dr JFq(CP)' (3.4) 

Since Mq (cp ) is positive definite (as we will show in the proof 
of Proposition 3.3), IMq(cp )1.;;;Mq(O) holds, and since we 
know that S R Mq (0) dq = 1 (normalization), this first shows 
that S RMq(CP) dq exists (this point was left open in the proof 
of Proposition 2.1), and, second (by the dominated conver
gence theorem), shows that it is possible to exchange the 
limit with the integral. • 

The positive definiteness of L (q1 ) was more evident in 
the initial expression (1.5) than in expression (3.1) drawn 
from the calculation of the Fresnel integral. In order to re
gain an expression of a similar type to (1.5), we have to intro
duce a finite-dimensional approximation of the Feynman 
path integral. Let us take a Fresnel integral on ,S), 

Iexp[ ~ (Y,Y),\) V(Y) dy 

withjEY(S») [i.e.,f= S.Qexp[i(y,y').Q] dJ.Lf(Y') withJ.Lf 
e..A'(,S))]. As Truman has shown,9 it is possible to give a rigor
ous definition of this integral, equivalent to that of Albeverio 
and H0egh-Krohn, in the following manner. When the inter
val (O,t ) has been subdivided in n equal intervals 
(jiJt,(j + l).1t)j = 0, 1, ... , n - 1, iJt = tin, the following 
polygonal approximation of the trajectories y(r) is made: 

(Pn ,y)(r) = Yj + (r - jiJt ).1yjiJt -I, for jiJt';;;r < U + l)11t, 
(3.5) 

where we have taken Yj = y(jiJt), iJYj = Yj + 1 - Yj' Pn is a 
projection in ,S), and one can see 

n -I 

(y',Pn Y).Q =!!!... L iJy;iJyjiJt -I. 
fz j~ ° 

The following result holds. If/EY(,S)), the existence of the 
limit in the following expression is guaranteed, and we have, 
writing/(pn y) = /(Yo'''·,Yn - 1)' 

lim (21TiiJt m ) - n/2 ( exp [ ~ m iJt -lniliJrJ] 
n~", fz JR n 2 fz j=O 

X/(Yo,",Yn - 1 )dYO .. ·dYn - 1 

= r:xp [ ~ (y,y)~ }tty) dy 

-: L exp [ - ~ (Y',Y'b] dJ.Lf(Y')· (3.6) 

Proposition 3.3: L (cp ) is a positive definite functional. 
Proof L (cp ) = S R dq Mq (cp ), where Mq (cp ) is given by 

(3.4). It is sufficient to show that Mq(cp ) is positive definite for 
any q. Let us rewrite expression (3.4) making use of the poly
gonal approximation. In order to have a strictly ordered set 
of partitions of the interval (O,t ), let us take n = 2k, k = I, 2, 
.... Because of the continuity of Mq(<p) with respect to the 
topology of uniform convergence, we can restrict ourselves 
to considering the cP functions which are, for k sufficiently 
large, constant on the n = 2k intervals into which (O,t ) is sub
divided. An obvious extension of Truman's result gives us 
the following: 

Mq(cp) = lim (21TiJt m ) - "exp[iqiJt"ilcpjJ ( exp [ ~ m iJt -1 nil(iJY/ 2 _ iJYj- 2)] 
n_ "" fz j ~ 0 J R 2n 2 fz j ~ 0 

X tPo(Yo+ + q)yt(tPo- + q) exp [ - ~ [ [ V((Pn y+)(r) + q) - V((Pn y-)(r) + q)] dr] 

xexp [ - a iJt nf\r/ - rj- )2]exp [ - ~iJtnf\iJY/ - iJYj- )2]. {exp(iiJ/ flcpj r/ + rj- ) 
4 j = 0 48 j = 0 j ~ 0 2 

xexp( - ~ iJt;t~cP J)} dyo+ ... ·dYn+_ I dyo- ... dYn-_ It (3.7) 

where (Pny±)(r) = Y/ + (r - jiJt).1y/iJt -I forjiJt';;;r<(j + l)11t, r/ = Y/ + ¥iY/, CPj = cP(jiJt). 
Let us take into account that the expression in curly brackets is the Fourier transform of a Gaussian; then 
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( 
a.Jt )n12i (n - I ) [ a n - I _] = -- nexp i.JtI epjXj exp - - .JtI (Xj - Y/ f 

1T R J~O 2 J~O 

X exp[ - a .J/i
l 
(Xj - Yj- )2] dxo· .. dXn _ I' 

2 j~O 

We can now rewrite relation (3.7) in the following way: 

Mq(ep) = lim lim (21T.Jt m ) - n( a.Jt )nl2i dxo ... dxn _ I exp[i.J/ilepj(Xj + q)] 
N_oo L-oo Ii 1T R n )=0 

xf+LdYo+···f+LdYn+_lf+ LdYo-···f+LdYn-_1 exp [ i...- m.Jt -
ln

i
l
(.Jy/ 2 -.JYj-')]t/J(Yo+ +q)t/J*(yo- +q) 

-L -L -L -L 2 ft j~O 

X exp{ - i...- r [ V((Pn Y+)(1") + q) - V((Pn Y-)(1") + q)] d1"}exp[ - a .J/i\Xj - Y/ )2] ft Jo 2 J ~ 0 

xexp[ - a .J/il(Xj - Yj- )2] exp [ - ~ .J/il(.Jy/ - .JYj- )2]. (3.8) 
2 j~O 48 j~O 

and noting again that 

[
an - I ] ( 12 )nl2i [ 12 n - I n - I ] 

exp --.JtI(.Jy/ _.JYj-)2 = -_-- exp --_- IK;+iIKj(.Jy/ -.JYj-) dKo···dKn• 
48 j~O a.Jt1T Rn a.Jt j~O j~O 

we obtain finally 

Mq(ep) = !i~ 1~n: 1 nexp[i.Jt~t~epj(Xj + q)]PL(XO •...• Xn - ddxo···dxn - It 

where P L (XO,.··.xn _ I ) is a positive function. 
It is now clear that if we take k functions ep (jl which. for a sufficiently large n. are constant on the n intervals of the 

subdivision of (O.t). and if a j are k complex constants. then 

j.t lajarMq(<p iii - ep (II) = !~n: 1~n: J PL (XO,.··.xn - I )j.t lajar exp[i.Jt~t~(ep yl - ep yl)(Xj + q)]dXo ... dxn - I ;;.0 .• 

4. STRUCTURE OF THE PROCESS 

We can write L (ep ) in such a way as to permit us to analyze the stochastic processes in terms of simpler "processes." Not all 
these processes are true stochastic processes. because in this analysis some "probabilities" occur which may be negative. 
However. it seems to us that. particularly in the free case. the result is sufficiently simple to throw light on the nature of the 
process we are studying here. Taking into account that 

1 exp[iq(a - a' + jt/Jj + fep (1") d1")] dq = 2m5( a - a' + jt/3j + fep (1") d1"). 

let us rewrite relation (3.1): 

[ 
1 r]i 00 ( - i )n 1 i n i n L(<p)=exp - 4ii Joep2(1")d1" R2dv(a)dv*(a')n~0 -.,;- n! Rnjgd1"j R

n
jU

1
d,u(,8j) 

( nit ) {ft a + a' [ n it ] } X 21T8 a - a' + I pj + ep (1") d1" exp i - -- I pj1"j + ep (1")1" d1" 
.~I 0 m 2 .=1 0 

xexp [ - a r ~ (IP/(1"/ - 1") + rep (er)(er -1") der)2 d1"] 
4 Jo m T,>T JT 

xiI (exp[i!i. pj ( I Pd1", - 1"j) + rep (1")(1" - 1"j) d1")] - c.c.). 
1=1 m 2 'T,>1'j )1', 

(4.1) 

First of all let us consider the first term of this series. 
which gives the characteristic functional in the free case. 
Lv = 0 (ep ). To obtain familiar expressions. and to use varia
bles with the dimensions of a momentum. we take a = P 1ft. 
dv(a) = (21Tfz) - 1/2¢0(P) dP, so that 

~nalogously a' = P' 1ft. Then we introduce the variables 
p = (P + P ')12, 1T = P - P' and we integrate on 1T. Lastly, 
also taking into account that 

- fep (er)1" der + fep (er)(1" V er) der = Lep (er)(er - 1") der. 

t/Jo(x) = 1 exp(iax) dv(a) we obtain 

= 1 (21Tfz) - 1/2exp( ~ Px )¢o(p ) dP. Lv=o(ep)=exp[ - ~ fep2(1")d1"] 
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xexp [ - ~ f ( ; fqJ (a)(a - r) dar dr] 

x i~o(p - ~ fqJ (r) dr) 

x~~+ ~ fqJ(r)dr) 

(4.2) 

If we introduce the Wigner distribution associated with the 
initial state 1 !fo>, 10 

F(q,p) = 2~ i ~o~ - ~ 0 )~~(p + ~ 0 )exP( - iOq) dO, 

(4.3) 

we get 

Lv~o(qJ) = exp [ - ~ fqJ 2(r) dr] 

xi ,F(q,p)exp[ii'qJ (r) 

X (q + ~ r) dr] dq dp 

xexp{ - ~ (; r 
X i' [fqJ (a)(a - r) da r dr}. (4.4) 

This factorization of L v ~ 0 (qJ) indicates that the process is 
made up of three simple processes. The first is a white noise, 
restricted to the interval (O,t ), which, as is known, is a station
ary generalized stochastic process with independent values 
at every point. It is responsible for the fact that the process 
cannot be ordinary; the presence of this factor is essential for 
positivity. The other two are ordinary processes. The second 
process is the superposition with initial distribution F (q,p) of 
the deterministic processes concentrated on the trajectories 
xfree(r) = q + (plm)r; it is not a true process because F(q,p) 
can take negative values. Lastly, the presence ofthe factor 

indicates that the velocity of the particle undergoes a Brow
nian motion caused by the continual observations of the po
sition. This can be seen by observing that the derivative of 
such a functional is 

def 

D /(qJ ) = D ( - .p ) 

[ 
0: 1i

2 (' ( (' )2] 
= exp - 4" m2 Jo J qJ (a)da dr : 

This is the characteristic functional of a Wiener process in 
the interval (O,t ) (see Refs. 5 or 6). For example, denoting by 
p(u., ... , Un) the density of the joint probability distribution at 
n times t., ... , tn' we have 
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p(U., .. Un) = (0:1T) - n12 [t.(t2 - t.) ... (tn - tn _ .)] -.!2( ~ r 
xexp [ - ~ ; 

( u~ (U2-U.)2 (Un-Un_If)] X -+ + ... + , 
t. t2 -t. tn -tn_ 1 

(4.5) 

which shows that the larger 0: is, i.e., the greater the accuracy 
of the Gaussian instruments, the greater is the dispersion 
introduced by this factor. Let us indicate by [(n,.I, W);BT(liJ)] 
a realization of this process: (n,.I, W) is the probabili ty space; 
BT(liJ), measurable functions on (n,.I), are the random varia
bles which here have the meaning of velocity of the particle 
at time r. If we also introduce the random variables 5T(liJ) 
= S~BT(liJ) dr with the meaning of position at time r, the 

following representation of L v ~ 0 (qJ ) holds: 

Lv~o(qJ ) 

=exp [ - ~ fqJ2(r)dr]i,dq dP F(q,P)ldW (liJ) 

xexP{ii'qJ(r)[q+ ~ r+ 5T(liJ)] dr} (4.6) 

In the presence of a potential the following result holds, 
for which the calculations are to be found in Appendix B: 

L (qJ) 

= exp [ _~i'qJ2(r)dJi dq dp F(q,pi dW(liJ) I 
4a 0

1 

JR' n n ~ 0 

where 

and J denote the set ((1TI' r /); I such that rl < r J . 
The presence of the potential causes a "jump process" for the 
velocity of the particle to appear. (Jump processes have been 
discussed in connection with Feynman path integrals by 
Maslov and other authors, see Ref. 11.) The "probability 
density" for ajump in velocity of 1TJm at the time r; is given 
by the imaginary part of the matrix element of the potential, 
translated of the quantity XT,(q,p,J,liJ), between the states of 
definite momentum 11T; > and 1 - 1T; >. We have given this 
representation of L (qJ) because of its formal simplicity, but 
we should like to stress the "quantum nature" of this jump 
process. The appearance here of negative "probabilities" is 
crucial, as is shown by the fact that the total "probability" of 
the particle making n jumps in velocity, n =1= 0, is zero. (This is 
demonstrated by the argument given in the proof of Propos i
tion3.1). 

In conclusion, let us observe that it should be possible to 
treat the case of the harmonic oscillator, or more generally of 
an anharmonic oscillator [V (x) = !mliJ2x2 + U (x) with U (x) 
Fourier transform of a bounded complex measure], in a simi-
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lar way. We expect the main result of this paper, i.e., the 
existence of the stochastic process, still to hold; the analo
gous relations of(4.6) and (4.7) should contain the trajector
ies Xh .o. (1") = q cos(u/1") + (p/mU/)sin(u/1") in place of the free 
trajectories X free (1") = q + (p/m)1". This case will be dealt 
with in a future work, in which we hope to discuss also the 
case of a boson field theory; this could represent an interme
diate step toward an objective description of a macrosystem. 
As we have said in the Introduction, this is in fact the final 
aim of the present research. 
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APPENDIX A 

Consider Y(x,.::1t), which is defined by (1.2)-(1.4). We 
have 

and 

1 [ iK.::1t ]Q( .a.::1t)p(a.::1t)1I2 d exp --Xj xj,-- -- Xj 
R n n 1Tn 

Q- (_ .::1t) h = K a; --;; p, 

where 

QK(a; ~t )=exp[( _! [q,[q,.]] 

+ ~ K Iq,.l _ ~ ) ~t ] 

(see below for the proof). Hence 

Y(xAt) = lim r ~ exp( - iK.::1tx) 
n~ooJR 21T 

X [QK(a; ~t )u( ~t ) r dK, 

(AI) 

(A2) 

and, by the Lie-Kato-Trotter product formula, relation 
(2.1) should follow. 

Proof of relation (A 1): 

1exp( i~.::1t x)(qIQ(X; a:t )Plq/)( :~ y12 dx 

1 {iK.::1 t 1 - .a t [( )2 (/ )2] } = exp --x--a- q-x + q-x 
R n 2 n 

X (ql,olq/>( ~~ y12 dx 

= exp [ _ + a ~t (q2 + q/2)] (ql,olq/> 

X L exp{ - a ~t x 2 
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APPENDIX B 

With a technique analogous to the one we used in the 
free case and with the same notations, we now obtain 

L (ip) = exp [ - ~ fip 2(1") d1"]1 ,dq dp F(q,p) 

00 ( i )n 1 r n r n 
X n~o ~ nlJRnI1/1";JRn;Uld,u(f3,) 

xexp[iq(t/3; + fip (1") d1")] 

X exp {i J!.... [ i 13; 1", + rip (1")1" d1"] } 
m ,=1 Jo 

xexp { _ a r(~)2[ 2.13/(1"/-1") 
4 Jo m T,>T 

+ fip (0-)(0- - 1") do-r d1"} 

X IT (exp [i ~ 13; ( 2. 13/ (1"/ - 1";) 
i= 1 m 2 r,>T, 

+ fip (1")(1" - 1";) d1" ) ] - c.c')' (B 1) 

Because of the reality of V (x), d,u( - 13 ) = d,u *( 13 ) holds. We 
can rewrite (B 1) as follows: 

L (ip) = exp [ - ~ rip 2(1") d1"] r dq dp F(q,p) 
4a Jo JR' 

00 ( _ i)n 1 n 
X 2. - --. 2.P!(n -p)!( - r- p 

n = 0 fz n. p = 0 

X Lpll
1
d1"j Ln_ p)ld1"hLpllld,u(f3j) 

X Ln_)Id,u*(f3h) 
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xexP{iqtt/'j - :t:/3~ + f~(T)dT]} 
xexp{i ~ [jtl/3jTj - :t:/3~Th + f~(T)dT]} 

{
liP/3[ xexp i - L....!... L /3,(T, - Tj) 
mj~l 2 T,>Tj 

- };T~ ;(T; - Tj ) + r~ (T)(T - Tj) dT]} 

xexp ..!.-. L _h L /3,(T, - T;') { 
. n-p/3' [ 

Ii h ~ 1 2 T,> TI, 

- Tt-rf ;(T; - T;') + L~ (T)(T - T;') dT]} 

X LdW((U)exp[if~(T)Srk")dT 

+ Jtl/3J5r)(U) - L/3 ;'5r;. ((U)]. 

After rearranging the double summations in the following 
way, 

+ niP /3;. [ L /3,(T, - T~) - L /3;(T; - T;')] 
h=l 2 TJ>TJ. T;>Th 

,tl~ [r~r~'(T, - T,) + rtT~;(T - T;)] 

- niP /3;' [ L /3,(T;' - T,) + L /3 ;(T;' - T;)], 
h = 1 2 Tf < ri, T; < Th 

(B2) 

Defining the random variables 

Xr(q,p,J,(U) = q + LT + L 1T, (T - T,) + Sr((U)' 
m TI<T m 
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where we have taken 1T = !f1I3, J = ! (1T"T,); I such that 
T, < T}, and observing that (we assume p absolutely contin
uous with respect to the Lebesgue measure) 

exp{i/3;[q+LT; + L liP' (T; -T,)+Srj((U)]} dprp;) 
m r,<rj m 2 

= 2( 2~ lV(X +Xr,(q,P,J,(U)) 

.exp( - i 2;; X) dX] d1T;, 

we can rewrite (B2) in the following way: 

L(~)=exp[ - ~L~2(T)dT]l,dqdPF(q,P) 
X ( dW((U) i: f'dTnlr"dTn _ I ••. {r'dTl 

)n n~Jo 0 )0 

X {iId1Tj·iI[~Im[-l (V(x 
JRnj~ 1 ;~ 1 Ii 21Tfi JR 

+ Xrj(q,p,J,(U))exp( - i 2~X ) dX]] 

xexp[if~ (T)Xr(q,p,J,(U) dT]. (B3) 
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Operators for the two-dimensional harmonic oscillator in an angular 
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The forms of the operators vt , v, At, A, which enable one to write the Hamiltonian of the two
dimensional isotropic harmonic oscillator in the form H = 1Uu(2vt v + At 'A + 1), are presented. 
Here v t and v are, respectively, the raising and lowering operators for vt v, the "radial" quantum 
number operator, while At and A are, respectively, the raising and lowering operators for M, the 
magnitude of the angular momentum operator. Corresponding to this decomposition of H in the 
angular momentum basis are the energy eigenvaluesEkm = 1Uu(2k + Iml + 1) withk = 0,1,2, .. · 
and m = 0, ± 1, ± 2, .... Here k is a "radial" quantum number, and m is a "magnetic" quantum 
number. The commutation relations satisfied by the operators vt, v, At, and A are also presented. 

PACS numbers: 03.6S.Fd, 03.6S.Ca 

1. INTRODUCTION 

Bracken and Leemon I have developed an algebraic the
ory of the three-dimensional isotropic harmonic oscillator in 
an angular momentum basis and have shown that the Hamil
tonian H of this oscillator can be written in the form 
H = 1Uu(2vtv + At'A + ~), where vt and v are, respectively, 
the raising and lowering operators for vt v, while At and A are 
the corresponding shift operators for At·A. The aim of this 
paper is to show that an analogous algebraic treatment can 
be represented for the two-dimensional isotropic harmonic 
oscillator. 

It should be mentioned that the two-dimensional iso
tropic harmonic oscillator was long ago treated in an occu
pational number representation (see Chap. XII, Sec. 14 of 
Ref. 2). Even though raising and lowering operators were 
constructed for the angular momentum, both the energy and 
angular momentum eigenvalues were obtained, respectively, 
as sums and differences of the number of quanta of the posi
tive and negative types. It will be shown that H can be writ
ten in the form lUu(vtv + At'A + 1), where vt and v are, re
spectively, the raising and lowering operators for vtv, the 
"radial" quantum number operator, while At and A are, re
spectively, the raising and lowering operators for At'A = M, 
the magnitude of the angular momentum operator. The 
forms of these operators and the various commutation rela
tions satisfied by them will be derived. In a subsequent pa
per, these operators will be used to construct the common 
eigenvectors of Hand M. 

Correspondingly, the eigenvalues of the Hamiltonian, 
when evaluated in an "angular momentum basis" (e.g., in 
polar coordinates, in the coordinate representation), appear 
in the form 

E km = w(2k + Iml + 1) k = 0,1,2, .. ·,m = 0, ± 1, ± 2,.··. 

Here k is a "radial" quantum number, and m is the "magnet
ic" quantum number. (The angular momentum in the plane 
isWn.) 

One would expect some differences to exist in the two
dimensional situation for the following reasons: (i) the group 
SO(2) , according to whose representation the eigenvectors of 

the operators associated with the two-dimensional oscillator 
transform, is an abelian Lie group while SO(3) is nonabelian, 
and (ii) while L is an SO(3) scalar in the three-dimensional 
case, it is an SO(2) pseudoscalar in the two-dimensional situ
ation. Consequently, the raising and lowering operators 
have different forms in the two-dimensional situation. In 
fact, since the angular momentum operator, for example, 
occurs in the denominator of expressions defining various 
operators and this angular momentum operator has both 
zero and the negative integers in its eigenvalue spectrum it 
becomes imperative to work with the magnitude of the angu
lar momentum operator. 

2. THE OPERATORS AND THEIR COMMUTATION 
RELATIONS 

The forms ofthe operators v, vt , A, and At, which enable 
one to write the Hamiltonian of the two-dimensional oscilla
tor in the form w(2vtv + At'A + J), will be presented. The 
angular momentum operator L of the two-dimensional oscil
lator is the following dimensionless SO(2) pseudoscalar 

L = i€ijlij (i,j = 1,2) 

lij = (x;Pj - xjP; )/Ii = i(a;aJ - ajai). 

Here €ij is the totally antisymmetric tensor, the Levi-Civita 
symbol. Of course, lij has only one independent component 
/ 12, and the definition actually reduces toL = 1!2' Here, also, 
a; and ar (i = 1,2) are, respectively, the lowering and raising 
operators of the occupation number eigenvectors. They obey 
the usual commutation relations 

[a;,aj ] =0= [ai,aJ], (la) 

[aoaJ] =oij' (lb) 

This L is the only generator of rotation for the SO(2) 
group. The same symbol L will be used to denote the opera
tor corresponding to this infinitesimal group generator in the 
corresponding simple abelian Lie algebra. 

Since the eigenvalue spectrum of L contains both the 
negative and positive integers and zero, and since this angu
lar momentum operator occurs in the denominator of many 
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of the operator identities to be given, it is necessary to replace 
L by its magnitude M = IL I. Suppose { <Pm l is a complete set 
of eigenvectors of the operator L, then, for any vector <P in 
the relevant Hilbert space, 

where m is the eigenvalue of L corresponding to the eigen
vector <Pm' M is simply defined by setting it equal to that 
operator which has the eigenvalue 1m I whenever L has the 
eigenvalue m. Thus 

for <P is the domain of Land M. It should be noted that M, 
unlike L, is a true scalar. It is clear that, for any eigenvector 
possessing the eigenvalue m;;;oO, M coincides with L. All the 
relations in this paper will be proved for this situation in 
which M is identical with L. 

One can readily see that 

M2 = !lijlij = L 2, 

[M,lij] =0. 

As presented in a paper by Bracken and Green,3 the 
operators corresponding to the generators of the unitary ir
reducible representation of SO(n), can be viewed as elements 
of an anti-Hermitian matrix [m] of operators. This matrix 
satisfies a polynomial equation, which is factorizable and 
which can be projected into the invariant eigenspaces of the 
representation. For the SO(2) group, this matrix polynomial 
is 

F2([m]) = [m2] - M2 = ([m] + M)([m] - M) = O. 

In this equation, M 2 denotes the operator M 2 multiplied by 
the unit matrix. The projection operators corresponding to 
this polynomial are 

pi + I = (M + [m] )/2M, 

pi-I = (M - [m])l2M. 

We can therefore define the following operators: 

aJ± 1= ai (M£5ij ± mij)/2M (j = 1,2), 

where 

[mij] =c.: -i~ 
. h - t t WIt mij - aiaj - ajai . 

(2) 

Since Eq. (2) is ill defined on any Hilbert space vector 
which is an eigenvector of M with eigenvalue 0, we may 
modify the definition on such vectors to 

al + I = a, al - I = O. 

An alternative definition of the 2-vector a can be given. 
Let us first note that 

(/ij + iM£5ij)(/jk - iM£5jk ) = O. 

Hence, the following definition of aJ ± I can be given: 

aJ ± I = a;(lij ± iM£5ij )/( ± 2iM). 

On substituting lij into this equation and mij into Eq. (2), one 
finds that both equations yield 
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a\± 1= !(a l ± ia2), 

a~± 1= !(a2 + ial)' 

Hence, these two definitions are equivalent. A cursory in
spection of these last two equations also shows that 

a = al + 1+ al - I. 

Equation (2), however, has the advantage that one does not 
have to carry along factors of i in the subsequent derivations. 

The following commutation relations will be useful in 
the sequel: 

[m I2,ad = a2, 

[m I2,a2] = - ai' 

(3a) 

(3b) 

[mI2,at] = aL (3c) 

[mI2,aU = - at. (3d) 

Using the commutation relations (la) and (lb), we find that 

[M,aJ±I] = ±aJ±I. 

It is now clear that aJ ± I define raising and lowering opera
tors for M. Moreover, they satisfy, as already mentioned, 

a = al + I + al - I. 

Let us now define the operators 

atl +1 = (2M)-1 [at(M + 1) + ai(m21 + i)], 
ail + 1= (2M)-1 [ai(M + 1) + at(m l2 - i)], 

ar- I=(2M)-I[at(M-l)-ai(m21 -i)], 

ail - 1= (2M)-1 [ai(M - 1) - at(m 12 + i)]. 

(4a) 

(4b) 

(4c) 

(4d) 

It can be readily shown by using Eqs. (3c) and (3d) that 

[M,aJ!±I] = ±aJ!±I. 

We will verify [M, atl - I] = - ar - I. 

In fact, 

Matl- I= [Mat(M-l)-Mai(m21 -i)](2M)-1 

= [(atM + iai)(M - 1) 

- (aiM - iat)(m 21 - i)](2M)-1 

= { [at(M - 1) - ai(m21 - i)]M 

+ iai(M - 1) + iaT(m21 - i)}(2M)-1 

(5) 

= ar- IM + [iat(iM - i) + iai( - im 21 - 1)](2M)-1 

=ail-IM-atl - I. • 

The other equalitites in Eqs. (5.) can be similarly verified. 
ThusaJ! + I andaJ! - I (j = 1,2) are raising and lowering oper
ators for the operator corresponding to M. 

It can be readily shown that 

[aJ! ± Ip = aJ+I. 

Let us verify this for [atl + I] t = a\ - I. 
In fact, 

[a\-I]t = (MaT -mLai)/2M 

= (arM + iaI - aIm l2 + at)l2M 

(6) 

= (arM + aIm21 + at + ;aI)/2M =atl + l •• 

The other equalities in Eqs. (6) can be similarly verified. 
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We now define the Hermitian operator K =!(N - M), 
i.e., 

N=2K+M. 

As in the three-dimensional case, the scalar operator N (and 
hence K ) commutes with m 12 and hence with M. Since 

Na=a(N-I), 

it can be easily seen that the commutation relations between 
a l ± I and a tl ± I on the one hand and K on the other hand are 
the same as in the three-dimensional situation, i.e., 

Nal±1 = al±I(N - 1), 

[K,al ~ I] = 0, 

Kal + I = al + I(K - 1), 

[K,atl + I] = 0, 

Katl ~I = atl ~I(K + 1). 

We also have 

N(a·a) = (a·a)(N - 2), 

where (a·a) commutes with M. 
Moreover, 

K (a·a) = (a·a)(K - 1) 

and 

K(at·at ) = (at.at)(K + 1). 

As in the three-dimensional case, it can now be seen that al + I 
and a tl + I (a·a) have the same shifting properties for N, K, and 
M. 

From the definitions of aj± I and aJi ± I, one can readily 
verify the following: 

aj ~ 1(2M) = - aJ(a.a) + aj(N + M), (7) 

aj + 1(2M) = aJ(a.a) - aj(N - M), 

aTI ~ 1(2M) = al(at.at) - aT(N - M + 3) + iaL 

(8) 

(9) 

ail ~ 1(2M) = a 2(at ·at ) - aI(N - M + 3) - iar. (10) 

ail + 1(2M) = - al(at 
0 at) + aT(N + M + 3) + iaL (11) 

aII + I(2M) = -a2(at.at)+aI(N+M+3)-iaT. (12) 

Let us verify Eq. (10): 

all ~ 1(2M) = [aI(M - 1) - aT(m 12 + i)] 
= aIM - aI - aT(alaI - a2aTl- iaT 

= aIM - aI - aTalaI + aia2aT - iaT 

= aIM - a; - aIaia l + a2aTaT - iaT 

= a 2(at .at ) - a2aIai - aI(aTa l - M + 1) - iaT 

= a2(at .a') - ai(N - M + 3) - iaT. • 

The other equations can be similarly verified. 
To enable us to derive relationships between a tl ~ I and 

al ~ I(at.at ) and between al + I and atl + I (a·a), let us derive the 
relationship 

(a.a)(at.at ) = (N + M + 2)(N - M + 2), (13) 

from which follows the relationship 
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(at.at)(a.a) = (N +M)(N -M). 

We first note that m 12m 12 = - M2. Also, 

m 12m l 2 = !(mijmij) = a;aJa;aJ - a;aJajaT. Since 
a;aJa;aJ = (a·a)(atoat) - N - 2 and 
a;aJajaT = N 2 + 3N + 2, 
we obtain 

(aoa)(atoat) - N - 2 - N 2 
- 3N - 2 = - M2, 

(14) 

i.e., (aoa)(atoat) = (N + M + 2)(N - M + 2). • 
The following relationships are found between a tl ~ I and 

al ~ I(atoat ): 

aTI ~ I = a\ ~ l(atoat)(2K + 2M + 2)~1 

- (2M)~I(aT - iaIJ, (15) 

all ~ I = a~ ~ l(atoat )(2K + 2M + 2)-1 

- (2M)-I(a! + ian (16) 

Similarly, 

a\ + 1= [afi + I(aoa) - (2M)-I(aT + iai )(aoa)] 

X(N +M)-I, (17) 

a~+I= [aII + I(aoa)-(2M)-I(aI -iar)(aoa)] 

X(N +M)~l. (18) 

Let us note that Eqs. (17) and (18) are not defined on 
vectors on which Nand M vanish. On such vectors, one may 
define al + I = 0. 

We will verify Eq. (18) as an example of these relation
ships. Let us start by multiplying Eq. (12) by (aoa) on the 
right, obtaining 

all + l(aoa)(2M) 

= - a2(atoat)(aoa) + aI (N + M + 3)(aoa) - iar (aoa) 

= - a2(N + M)(N - M) + a! (aoa) 

X(N + M + 1) - iai(aoa) 

[by Eq. (14) and because (aoa) is a lowering operator for K] 

= [aI(aoa)-a2(N-M)](N+M)+(aI -iaT)(aoa) 

=a~+1(2M)(N+M)+(ai -iaT)(aoa) 

[by using Eq. (8)], 

i.e., all + I(aoa) = a~ + I(N + M) 

+ (2M)-I(aI - iaT)(aoa), 

i.e., a~ + 1= [all + I(aoa) - (2M)~ l(aI - iaT )(aoa)] 

X(N+M)-l. • 

The other equations can be similarly verified. 
As in the three-dimensional case, the fundamental op

erators are a tl + I and its conjugate al ~ I. These are raising and 
lowering operators for Mbut commute with K. (atoat) and 
(aoa) are also fundamental since they are raising and lowering 
operators for K but commute with M. Let us also regard as 
equally fundamental the operators A, v, and their conjugates 
At and vt defined by 

A =/(K,M + l)al~1 = al-Ij(K,M), 

At = /(K,M)a tl + I = a tl + Ij(K,M + 1), 
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v =g(K + 1,M)(aoa) = (aoa)g(K,M), 

vt =g(K,M)(atoat) = (atoat)g(K + 1,M), 

wherefandg are Hermitian operator functions. These oper
ators have the same shifting properties for K and M as do 
al- I, atl + I, (aoa), and (atoat), respectively. 

The following commutation relations are the same as in 
the three-dimensional case: 

Mi.=i.(M-I), Mi.t=i.t(M+ 1), 

[M,v] = 0 = [M,vt ], 

Kv = v(K - 1), Kvt = vt(K + 1), 

[K,i.] = 0 = [K,i. t ]. 

It can be readily shown that 

AjAj =f(K,M + I)f(K,M + 2) 

(19) 

(20) 

(21) 

(22) 

X (2M + 2)-1(2M + 4)-la\-1(2Mjaj-I(2M) 

=f(K,M + Ilf(K,M + 2)(2M + 2)-1 

X (2M + 4)-1 [aTaJ(aoaf 

+ a;aj (2K + 2M)(2K + 2M - 2) 

- (aT a; + a;aJ)(aoa)(2K + 2M - 2)]. (23) 

Since the rhs of this equation is symmetric in i andj 

[A;.Aj] = O. 

By Hermitian conjugation 

[A T.A J] = O. 

We now proceed to evaluate i.0i.. 
From Eq. (23) we have 

(2M + 2)(2M + 4)(al- loal- I) = (atoat)(aoa)2 

+ (aoa)(2K + 2M )(2K + 2M - 2) 

- (aTa; + a;ail(aoa)(2K + 2M - 2) 

= [(atoat)(aoa) + (2K + 2M + 2)(2K + 2M) 

- (2N + 2)(2K + 2M)] (aoa) 

= [(N +M)(N -M) + (N +M + 2)(N +M) 

- (2N + 2)(N + M) 1(aoa) = O. 
Thus 

i.oi.=O. 

By taking the Hermitian conjugate ofEq. (24) we obtain 

i.toi.t = 0 (24) 

It is trivial to verify that 

i[A I,ml2] =,11' 

i [A T.m 12] = - A T. 
both of which are different from their three-dimensional 
counterparts. 

To compute the remaining commutation relations, let 
us choose 
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f(K.M) = [(M - I)I(K +M)]I12, 

g(K,M) = (4K + 4M)-1/2. 

(25) 

(26) 

On vectors on which K and M vanish, one may define 

i.=0, v=O. 
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Then we find that 

[v,vt] = 1 and K = vtv. 

Similarly, 

[A;,v] =0= [A;,vt]. 

We now show that 

[Aovt] = O. 

In fact, 

A;vt = a\ - l(atoat)f(K + I,M)g(K + I,M). 

Also 

vtA; = (atoat)a\ - Ig(K + I,M - IIf(K.M) 

= [a\ -I(at 
0 at) - 2a~ 

(27) 

X(MDn; - mn;)(2M)-I]g(K + I,M - IIf(K,M). 

By using Eqs. (Ib) and (2) and the commutation of (at oat) with 
M and m nO we obtain 

vtAI = {a\-I(atoat)-2[aTI-I+(2M)-I(aT -iai)]! 

Xg(K + I,M - IIf(K,M), 

vtA2 = {a~-I(atoat) - 2[a!I-1 + (2M)-I(a! + iaTl) I 
Xg(K + I,M - IIf(K,M) 

[by using Eqs. (4c) and (4d)], i.e., 

vtA\ = (a\ -I(atoat) - 2a\ -1(atoat)(2K + 2M + 2)-1) 

xg(K + I,M - IIf(K,M), 

vtA2 = [a~ - I(atoat ) - 2ai -1(atoat)(2K + 2M + 2)-1) 

xg(K + I,M - IIf(K,M), 

(by using Eqs. (15) and (16)], i.e., 

vtA; = [a\ -I(atoat) - 2a\ -1(atoat)(2K + 2M + 2)-1] 

Xg(K + I,M - IIf(K,M). 

Thus 

A;vt - vtA; = a\-I(atoat )(2K + 2M + 2)-I[(2K + 2M + 2) 

Xf(K + I,M)g(K + I,M) - (2K + 2M) 

Xg(K + 1,M - IIf(K,M)] = 0 

[by substituting Eqs. (25) and (26)] . • 
By taking the Hermitian conjugate of Eq. (27), we obtain 

[A Lv) = O. 

By using Eqs. (11), (2), (12), (Ia), and (Ib), we obtain 

i.toi.:=;A TAl +,1 1Az = aTI+I(2M)a\-lp(K,M)(2M - 2)-1 

+ a!1 + 1(2M )a~ - '.F(K,M )(2M - 2)-1 

= [ - (aoa)(atoat) + (2K + M) 

X(2K + 2M + 3) + 4 + iaIal(2K + 2M) 

- ita t az)(2K + 2M) + (2K + M) ] 

XfZ(K,M)[2(2M - 2)]-1 

= [ - (2K + 2M + 2)(2K + 2) 

+ (2K +M)(2K +2M + 3) +4 

+ M (2K + 2M) + (2K + M)] 

Xj2(K,M) [2(2M _ 2)]-1 

[by using Eq. (13) and the definition of m 12] 
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=M 

by substituting Eq. (25) for f Thus 

AM .. = M. 

Since N = 2K + M, K = vtv, and M = At'A, the Ha
miltonian of the isotropic two-dimensional harmonic oscil
lator in an angular momentum basis can be written in the 
form 

H = w(N + 1) = w(2vtv + At'A + 1). 

Correspondingly, the eigenvalues of this Hamiltonian opera
tor are of the form 

E km = w(2K + Iml + 1), 

where k = 0, 1,2, ... , and m = 0, ± 1, ± 2, .... 
We will finally show that 

ilij =A IAj -AJA;. 

Specifically, let us choose i = l,j = 2, 

A TA2 =j(K,M)arl+la~-IJ(K,M) 

= a II + 1(2M )a~ -1J2(K,M )(2M _ 2) -I, 

[by Eqs. (9) and (2)] 

= [ - alaAat·at ) + a1a l - i(ad2(at·at ) + iat al 

X (2K + 2M + 3) + 2i + a1a2 

X(2K + 2M + 1) + ia1a2] 

xj2(K,M) [4(M - 1)]-1. 

Similarly, 

A 1AI = [ - a 2atlat'at ) + a2aI + i(a2)2(at·at ) - ia1a2 

X(2K + 2M + 3) - 2i + a1a l(2K + 2M + 1) 

- ia T a I ]f2(K,M)[ 4(M - 1)] - I 

(by substituting N = 2K + M = aT a I + a1 a2) 
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:A IA2 -A iAI = 1- i(a·a)(at • at) 

+ i(2K +M)(2K + 2M + 3) + 4i 

+ i(2K + M) + (a la! - a2a T) 
+ (a2aT -alai)(2K+2M+ I)) 

X(M -l)l[4(M -1)(K +M)] 

[by Eq. (13) and the definition ofmij] 

= iM = il l2 • 

The commutation relation 

(2At 'A + l)[A;,A J] = (2At'A + l)bij - U lAj, 

• 

which holds in the three-dimensional case, also holds in the 
two-dimensional situation. 
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We reduce the solution of the Schr6dinger equation with the potential 

U(r, t) = alIt) r2 + a2(t) x + a3(t)y + a4(t) z + a5(t) 

to the solution of the Schr6dinger equation for a free particle. The ai(t) are arbitrary functions of 
time. A generalization of this is also considered. 

PACS numbers: 03.6S.Ge 

I. INTRODUCTION 

The solution of the Schr6dinger equation 

. at/J a
2

t/J ( ) 2 ( ) ( ) 1- = - -2 + a l t x + a2 t x + a3 t at ax 
has been treated in the literature (see Ref. 1 and the refer
ences given there). A generalization to three dimensions was 
considered in Ref. 2. In this paper, we reduce the solution of 
the Schr6dinger equation for the potential 

For this, we must have 

gl =g3 =g4 =g5' 

g2 =0, 

g6 = g7 = gg = 0, 

g 9 = g 10 = g 11 = 0, 

gI2=gI3=gI4=0, 

Im(gI5/gl) = 0. 

U = a l r
2 + azX + a3y + a4z + a5, 

where the a i are arbitrary functions ofthe time to the solu
tion of the Schr6dinger equation for a free particle. We also 
consider the generalization where 

The potential of this Schr6dinger equation for t/J' is then 

- Re( gI5/gtl. 

_1 K(r - f(t)) 
b 2 b 

is added to the above potential. The resulting Schr6dinger 
equation is reduced to a Schr6dinger equation with the po
tential K (r), where K is an arbitrary function. 

II. TRANSFORMATIONS 

Consider the Schr6dinger equation 

i at/J = _ 'il2t/J + U(r) t/J 
at 

and the transformations 

t/J= t/J(r, t), 
t • = t '(r, t ), 

r' = r'(r, t ), 
r/J(r, t) = A (r',t') eiS(r', .') t/J'(r', t'l: 

The resulting equation now has the form 

,at/J' a2t/J' a2t/J' a2t/J' a2t/J' 
Ig l ~ + g2 at ,2 + g3 ax,2 + g4 ay,2 + gs az,2 

at/J' at/J' at/J' a2t/J' 
+ g6 ax' + g7 ay' + gg az' + g9 ax' at' 

a2t/J' a2 t/J' a2t/J' 
+glO ay'at' +gll az'at,gI2 ax'ay' 

a2t/J' a2 t/J' , 
+ gl3 ax'az' + gl4 ay'az' + g15t/J = 0. 

We would like the form of this equation for t/J' to be that of a 
Schr6dinger equation, 

Now 

g2 =A e
iS [(~;r + (~;r + (~z'r] = 0, 

which implies that 

t' = T(t), 

g12=2 -- + --+--[
ax' ay' ax' ay' ax' ay'] 
ax ax ay ay az az 

XA eiS=O, 

g13=2 -- + --+--[ 
az' ax' az' ax' az' ax'] 
ax ax ay ay az az 

XA eiS = 0, 

_ 2 [az' ay' az' ay' az' ay'] g14- --+--+--
ax ax ay ay az az 

XA eiS = 0, 

_ [(ax')2 (ax')2 (ax')2] is g3 - - + - + - A e , 
ax ay az 

_ [(ay')2 (ay')2 (ay')2] is g4 - - + - + - A e , 
ax ay az 

g5 = [( ~~ r + (~: r + (~ r] A e
iS

, 

at' "S gl= -Ae', 
at 

Sinceg l =g3 =g4 =g5' we now have 
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(2,1) 

(2.2) 

(2,3) 
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ax' -ax 
ay' 
ax 
az' -ax 

ax' -, ay , 

ay' 
, ay , 

az' -, ay , 

= ~ (~: 
at 0 , 

ax' 
az 
ay' 
az 
az' 
az 

0, 

1, 

0, 

Hence the matrix 

1 ~ 
~(at '/at) a( ) 

is orthogonal, i.e., 

~ =b(t)R 
a() , 

ax' -ax 
, 

ax' -ay , 

ax' -az 
, 

where R is orthogonal. Therefore, 

~ =b 2(t) at 
and 

t' = r b 2(r) dr + const. 

Now 

ay' 
ax 
ay' 
ay 
ay' 
az 

. is ax' [(ax')2 g6=IAe - +2 - + at ax 

+ (ax')2] ~ (A e
iS

) 

az ax' 
+ 2[ax' ay' + ax' ay' 

ax ax ay ay 
ax' ay'] a (A is) +-- - e az az ay' 

+2 --+--[
ax' az' ax' az' 
ax ax ay ay 

ax' az'] ~ (A eiS) 

+azaz az' ' 
and similarly for g7 and gg. 

, 

, 

, 

Because of (2.4), we therefore have 

. ·s ax' b 2 a ( ·S g =IAe' - +2 -Ae') 
6 ~ ~' ' 

·s au' 2 a ·s g = iA e' _.T_ + 2b - (A e' ) 
7 at ay' ' 

·s az' 2 a ·S 
gg = iA e' - + 2b - (A e' ). at az' 

For these to vanish, we have 

(a) aA = aA = aA = 0 
ax' ay' az' 

and, therefore, 

A =A(t) 
and 

az' 
ax 
az' -ay 
az' 
az 
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(2.4) 

(2.5) 

(2.6) 

(2.7) 

(b) ax' + 2b 2 as = 0 
at ax" 
ay' + 2b 2 as = 0 
at ay" 
az' + 2b 2 as = o. 
at az' 

(2.8) 

We now restrict ourselves to linear transformations, 
that is, R is a constant matrix. Then it follows from (2.5) that 

r' = b (r(t ')) Rr + fIt '), (2.9) 

where t = r(t ') and where fIt ') is an arbitrary time-deptndent 
vector. Now Eqs. (2.8), 

ar' + 2b 2V'S= 0 at ' 
may be solved for S: 

hRr + f + 2b 2V'S = 0, 

where the dot (.) denotes differentiation with respect to t, or 

b 'Rr + r + 2V'S= 0, 

where the prime (') denotes differentiation with respect to t '. 

Elimination of Rr now results in 

as 1 [b' { b'}] ax; = - 2 b X
; + I; - b/;' 

Hence, 

1 b' 1 [ b'] S = - 4 b r2 - 2 I; - b II x; 

1 [ b'] -2 J; - bl2 x~ 

-~ [I' - ~f] x' +F(t') 2 3 b 3 3 , 

where F is an arbitrary function of t '. 

Now 

fu=~ 
gl b 2A eiS 

(2.10) 

= ~ aA _ as + 2 (as)2 + 2 ( as)2 + 2 ( as )2 
A at' at' ax' ay' az' 

+i a2s +i a2s +i a2s _ U(r). 
ax'2 ay'2 az'2 b 2 

For Im( gls/gl) to vanish, 

1 aA [ a2 
S a2 

S a2 
S ] 

A 7Jt7 = - ax'2 + ay'2 + az'2 
or 

A = kb 3/2
• 

Now 

3 b' 
+--

2 b 

(2.11) 

Re(fu) = _ as + 2 [(as)2 + (as)2 (as)2] 
gl at' ax' ay' + az' 

_ U(r) = _ U'(r' t ') 
b 2 ' , 

(2.12) 

where U' is the potential in the Schrodinger equation for 
""(t', t '). 
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By using (2.10), we obtain 

Re( ~IS) = - ~ {(bb') - (bb'Y} (x
2 + y2 + Z2) 

+ + {[ Ii - (~')/I r + ~' [Ii - (~')/I]) X' 
+ + {[ 12 - (bb')12 r + ~' [12 - (bb')12 ]) y' 

+ ~ {[/3 - (~')hr + bb' [/~ - (~')h]} Z' 

- {F'-! [/i- (bb')/lf - ~ [12- (bb')/2f 

-! [/3 - (~')/3r} - ~~). 

Hence the transformed potential is 

U '(r', t') = al(t') r,2 + a 2(t') x' + a 3(t') y' 

+ a 4(t') z' + as(t') + b -2U(R (r' - fit '))Ib). 
(2.13) 

If now ai(t '), i = 1, ... ,5 are considered to be arbitrarily 
given, the functions b, f, and F may be obtained by solving 
the following equations: 

(2.15) 

a 3(t') = - ~ {[I; - eb')/2]' + bb' [n - (~')/2]}' 
(2.16) 

a 4(t') = - ~ {[I; - eb') 13 r + bb' [I; - (bb')13 ]) , 

(2.17) 

as(t') = {F' - ~ [I; - (~')/lr - ~ [/2 - (~')/2r 

- ~ (I; - (bb')/3f} . (2.18) 

Equation (2.14) gives b in terms of a l' (2.15) gives/l in terms 
of a 2 , (2.16) gives/2 in terms of a 3 , (2.17) gives/3 in terms of 
a 4, and (2.18) gives F in terms of as. 

III. CONCLUSION 

We have reduced the solution of the Schr6dinger equa
tion with the potential (2.13) to the solution of a Schr6dinger 
equation with the potential U (r) plus the solution of a num
ber of ordinary differential equations (2.14)-(2.18). This may 
be extended as in Ref. 2 to potentials cubic in the coordi
nates. Then, however, the time-dependent coefficients de
pend on one another. 

The solution of (2.15)-(2.17) is given by 
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/;(t')=b(t') [5" b;(7) {2 r b(7')a;+1(7')d7' 

+kJd7+ k;] . 

The solution of (2.18) is immediate and there remains 
only (2.14) to be solved. For a l = 0, we can solve (2.14) ana
lytically: 

b (t) = k ~/(t' + k 4 ), 

where the k; and k; are arbitrary constants. For al(t ')#0, 
(2.14) is the generalized Ricatti equation discussed in Ref. 3 
with b 'Ib as the dependent variable. 

APPENDIX 

We wish to illustrate the kind of transformations the 
above problem leads to for the special example of the har
monic oscillator. For this, wesetal(t) = CT/4, a constant, and 
a 2 = a 3 = a4 = as = 0. Then it follows from (2.14) that 

b 'Ib = - CT 1/2 cot CT 1/2((' + k41 

and, hence, 

b = k ~ sin-I CT 1I2(t' + k 4 ). 

Now it follows from (2.6) that 

t= 5"k~-2IsinCTI/2(7+k4W+k5' 
and from (2.15)-(2.17), it follows that 

f
t

' d" 
/; = k i b b 2(;(7')) + k;, i = 1,2,3, 

where the k j and k ; are arbitrary constants. It follows that 
for certain values of t such that 

t' = - k4 + n1Tla 112, n = 0,1,2,···, 

the scaling factor b becomes infinite and hence all points r 
are mapped to points r' where r' is infinite. Since this trans
formation reduces the harmonic oscillation to a free particle, 
one might expect this divergence to occur at times analogous 
to the classical times of the turning points of the particle. 

'J. A. Ray, Phys. Rev. A 26,729 (1982). 
2H. U. Kranold (to be published). 
3H. T. Dais, Introduction to Nonlinear Differential and Integral Equations 
(Dover, New York, 1962). 
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Lorentz covariance of an extended object in the tree approximation. II. 
Nonspherical object in 3 + 1 dimensions 

M. Umezawaa) 
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(Received 23 November 1982; accepted for publication 17 March 1983) 

This is the second in the series ofthe papers in which we investigate the Lorentz covariance of the 
e~tend~d ob}ect. In this paper we examine the covariance of the deformed object in 3 + 1 
dimensIOns III ~he tree approximation. We construct the solution of the Euler equation, which is 
Lorentz covanant. In such a covariant solution, the variables associated with the rotational and 
the tr~nslation~l zero modes appear as classical quantum mechanical operators. Consequently the 
covanant solutIOn has an intrinsic spin, in addition to the intrinsic quantum mechanical 
momenta. Then, at the end of this work we will show that such a covariant solution can be 
o.bta.in:d also by quantizing a classical solution of the Euler equation, having extra variables 
slgmfYlllg the center and the orientation of the deformed object. In the tree approximation, the 
ener~y-momentum and the relativistic angular momentum of the extended object t/! become pure 
classical quantum mechanical operators, having been integrated over the space. Then it is proven 
that such ~our-mo~e~t~ and angular momentum operators form a classical quantum mechanics 
presented III a relatiVistic manner. The center of mass of the extended object, often called 
collective coordinate, is shown to be made of these four-momentum and angular momentum. This 
center of mass and the four-momentum operators form a quantum mechanics presented in the 
conventional form. 

PACS numbers: 03.70. + k, 11.30.Cp 

I. INTRODUCTION 

When the vacuum value ¢ of the Heisenberg field t/!, 
namely, the order parameter ¢ = (t/!), is a local function of 
x,,, the function ¢ obeys a classical Euler equation of motion 
in the tree approximation. 1 Further the collective coordi
nates introduced in order to indicate the center of mass, were 
found to be classical quantum mechanical operators. 2 Then 
such a Heisenberg field t/!, nowadays called an extended ob
ject, contains a classical field and classical quantum mechan
ical operators as well as the radiation fields (second quan
tized fields). In the present paper we particularly pay 
attention to the quantum mechanical operators appearing in 
the deformed extended object t/! in 3 + 1 dimensions. 

Since its creation in 1974, the theory of the extended 
object has been actively investigated in various models, ei
ther by the conventional perturbation method or by the path 
integral fonnalism. In these studies, however, there has been 
always an underlying assumption that such a Heisenberg 
field t/! satisfies the canonical commutation relations. Never
theless, the canonical commutation relationships of t/! have 
been studied rather little. In fact, when we had begun investi
gating it, we found that the t/!(x,,) as well as t/!(x" + a,,) com
monly used, do not satisfy the relativistic form of canonical 
commutation relations. 3

-
s In order for the t/! to satisfy the 

canonical commutation relations, the x (or x + a ) have 
" " " to be replaced by X"' where X" are the coordinates of the 

moving particle with quantum mechanical velocity and the 
center of mass operator [see (2.10), (8.5), (8.6) and (8.8) of I]. 

aJ Postal address: Centre de Recherches Nucleaires, Physique Theorique 
Hautes Energies, 67037 Strasbourg Cedex, France. 

In the extreme nonrelativistic limit, namely, when we ignore 
the quantum velocity, X" are reduced to x" + a". 

Now, if the field t/! satisfies the canonical commutation 
relations, then it fulfils the conservation relations [a + iP " ", t/!] = 0 and [x"av - xva" + im"v' t/!] = O. HereP" and m"v 
are the linear and angular momenta. In other words, the 
Heisenberg field must be Poincare covariant. Since a few 
years ago two groups of physicists, one at Alberta (Canada) 
and the other at Strasbourg (France), have been investigating 
the Lorentz covariance of t/! by making use of these conserva
tion relations. In the previous paper I, we have determined 
the covariant form of Heisenberg fields for a spherical object 
in 3 + 1 dimensions and a defonned object in 2 + 1 dimen
sions. In this second part II, we will deal with a defonned 
object in 3 + 1 dimensions. 

Compared to the case of spherical case, there occur in 
the defonned object a new kind of zero mode, namely the 
rotational zero modes (x;aj - xja; )t/!. In 2 + 1 dimensions, 
there occurs only one rotational mode as seen in I. In the case 
of 3 + 1 dimensions, however, there appear three rotational 
zero modes, in addition to the translational zero modes. 
Then the field t/! has to include three more variables corre
sponding to these rotational zero modes, in addition to the 
collective coordinates (center of mass). 

Since the rotational operator (xay - yax )'s are nonabe
lian, these new variables do not commute among themselves. 
The presence of such variables in the Heisenberg field t/! 
makes our task very complicated. Our aim is to determine 
explicitly the Heisenberg field t/!, having these new variables 
and satisfying the conservation relations mentioned pre
viously. In order to do this we divide the procedure into two 
steps. As a first step we examine the vacuum value of t/! in the 
tree approximation. This is because the dynamics of the 
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vacuum value alone forms already a self-contained theory. 
Then later we wish to add radiation fields to complete the 
Heisenberg field if;. 

As shown by Lee, I the C-number part of if; in the tree 
approximation, namely, ¢ (x), obeys the classical Euler equa
tion. When ¢ (x) is an unstable solution of the Euler equation, 
the vacuum, in which the extended object is defined, will 
decay in time. In consequence, if; will not satisfy the canoni
cal commutation relation. We therefore assume that ¢ (x) is 
at an extremum. 

In order for the vacuum to be stable, however, it is not 
sufficient that ¢ (x) is at an extrema. To be stable, the vacuum 
has to be free from the tunneling process. Thus we assume 
that ¢ (x) has a center and is either symmetrical or antisym
metrical for the total reflection of the space coordinates with 
respect to this center. 

As mentioned previously, the if; satisfies the conserva
tion relations [a!, + iP!" if;] = 0 and [x!,a" - x"a!, + im!,,,, 
if;] = O. Correspondingly, we assume that the vacuum value 
(if;) satisfies the conservation relations [a!, + i(P!'), (if;)] 
= Oand [xpa" - xpa" + i(m!',,), (if;)] = O. The validity of 

such assumptions was verified in case of 1 + 1 dimensions by 
Jacquot,6 when he investigated the Lorentz transformation 
property of if;. The ultimate justification of this assumption 
will be obtained when we complete the explicit form of the 
Heisenberg field if;, instead of just (if;). 

Thea!,¢ (x) and (x!,a" - x"a!')¢ (x) do not vanish, since 
the order parameter ¢ (x) is assumed to be local and de
formed. Consequently, the infinitesimal operators a!, and 
xpa" - x"a!, are not conserved by the vacuum value (if;). 
Then two sets of conservation relations for (if;) mentioned 
previously indicate that (if;), (P!,), and (m!,,,) cannot be C
numbers. The fact that the a!, (if;) do not vanish but [a!, 
+ i (P!, ), (if;)] do vanish implies that the object (if;) fluc
tuates. This is a well-known quantum-mechanical fluctu
ation of the position and momenta. (Later we have to distin
guish this fluctuation from angular fluctuation. We will call 
this a linear fluctuation or a translation fluctuation.) 

Among the other set of conservation relations, the three 
relations [xaap - xpaa + i(map ), (if;)] = 0 express the 
conservation of angular momenta. The (maP) are well
known quantum mechanical angular momenta. In conven
tional quantum mechanics of the point particle, the (maP) 
represent the orbital angular momenta. When one deals with 
the deformed object, however, the (maP) consist of intrinsic 
and orbital angular momenta, as will be seen in Sec. VI. 
These intrinsic angular momenta will be denoted as Sa' In 
this paper we place the center of the C-number part ¢ (x) at 
the origin. Therefore, when we ignore the linear fluctuation 
mentioned above, namely, when we replace (Pa ) by zero, 
the (maP) consist of intrinsic angular momenta onl~ Then 
we have a conservation relation [xaap - xpaa + i(Sy), 
(if;)] = O. They indicate that the deformed object fluctuates 
angularly around its center. That is to say, it is a superposi
tion of various components, each of which rotates around 
each different axis with each angular velocity. 

The momenta P" and angular momenta mw are inde
pendent of the variables x, y, and z, since they are the values 
already integrated over these space variables, namely, fTo!, 
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d 3X and SIx!, To" - x" TO!,)d 3X • Here T is the energy-mo
mentum density. Furthermore these integrals are conserved 
quantities, and therefore, are independent of time. Then the 
vacuum values (P!, ) and (m!,,,) are pure quantum-mechani
cal matrices. In Sec. VIII, we will construct explicitly the 
matrix representations of the (P!,) and (m!'v)' In quantum 
mechanics there appear always the canonical conjugates of 
(Pa ). In our theory these canonical conjugates, which will 
be denoted as (Qu ), are acquired as polynomials of (P!, ) and 
(m!,,,) [see (7.3)). The classical quantu~ mechanics has al
ways been presented in terms of these (Qa) and (P!,), and is 
not manifestly relativistic. In this paper we consider (P!,) 
and (m!,,,), or alternatively, (P!,) and (N!') 
= (P") (m!,,,)/(P<7) (P<7) as fundamental quantum-me

chanical operators. We regard the quantum mechanics as 
the polynomial algebra of these fundamental matrices (PI') 
and (N!'). The quatnum mechanics thus presented is mani
festly relativistic. 

The quantum matrices discussed so far can be all con
structed ultimately by making use of the energy-momentum 
density T. In our theory, there further appears a set of matri
ces denoted by R a , which cannot be constructed in the same 
manner. They represent the orientation of the deformed ob
ject. They are conju~tes of Sa (but are not canonical conju
gates, since ~a and Sp with a #/3 do not commute). The 
(Ra) and (Sp) being quantum matrices, the orientation 
obeys the uncertainty principle. 

We are thus using a number of quantum-mechanical 
operators in this series of papers. In Sec. VIII, we will exa
mine the way of constructing the matrix representations of 
these operators. In order to do this we evidently have to 
introduce some variables in the Hilbert space. As will be 
shown in Sec. VIII, two sets of variables are needed. One is 
related principally to (PI') and (Qa) and is a set of co~di
nates for the center of ¢ (x). The other one is related to (Sa)' 
The (Sa) are the matrix representations of the infinitesimal 
rotations of the deformed object, as one can easily imagine 
from the conservation relations mentioned previously. In or
der to describe the rotation of the deformed object, we need 
to introduce some quantities to indicate its orientation. We 
will introduce three vectors, which are mutually orthogonal 
and are fixed on the deformed object. These vectors are the 
variables which we use in the Hilbert space for (Sa)' 

The present work is a continuation of the previous one 
I. In the next section we will begin by indicating briefly how 
the zero modes (7.1) ofI and the solution (7.8) ofI in 2 + 1 
dimensions have to be modified in case of 3 + 1 dimensions. 
Since we consider only the vacuum value of if; in this paper, 
we will denote all the vacuum values (Pa ), (Qa)' (S<7)' 
(m!'v), etc. simply as Pa , Qa' Sa' m!'v' etc. in the following. 

All the notations used in I are carried over into this 
paper ~ith slight modifications. The if;!, ¢f, Q""Qo, QO, Q,R, 

° ° . S,andSarer~lacedbyif;,¢, - Q, - Q , - Q , - Q, - R, 
- S, and - S in this paper. Also the opposite sign is adopt

ed for the Lagrangian. 

II. ZERO MODE 

The content of this section is an extension of the result 

M. Umezawa 2349 



                                                                                                                                    

given in Sec. VII of I, and the detail of the argument can be 
found there. 

In the case of 2 + 1 dimensions, the zero energy modes 
are given in (7.1) of I. Exactly in the same way, the zero 
energy modes in 3 + 1 dimensions are given as 

a/l¢(x) and (x/lay -xya/l)¢(x), (2.1) 

whereJl and v run over x,y, z, and t [in (62) ofI, they cover x, 
y,andt]. 

Then the conserved angular momenta are 

(xaap - xpaa) + imap , (2.2) 

where 

maP = f(Xa Top - xp Toa) dx dy dz (2.3) 

and T/l Y are components of the energy momentum density. 
The a and {3 run over x, y, and z. Throughout this paper we 
useJl, v, (7, andp for x,y,z, andtanda,{3, and yfor x,y, andz 
only. The fact that the conserved angular momenta are not 
just (xaap - xpaa ), but include imaP ' indicated that the 
nonspherical object fluctuates angularly around the axis par
allel to the vector maP as was mentioned in the previous 
section. Then the function ¢ (x,y, t, R 0, S), given in (7.5) ofI 
[this function is writtenas¢ (x,y, t,S )inI], has to be extended 
into the following form in the case of 3 + 1 dimensions: 

¢ (x,y,z,t,R D,S) 

(2.4) 

where (R ° + Sa t )(Xpay - xyap) means 

(R ~ + Sxt )(yaz - zay) + cyclic permutations. (2.5) 

In order thatthe¢ (x,y,z, f,R D,S) satisfies the Euler equation 
(2.2) of I. the p has to satisfy the equation 

- Ia~p + m2p + !Sa(xpay - xyapWp = F(P). (2.6) 
a 

The Sx, Sy' and Sz do not transform like three components of 
a vector as will be seen later. The p depends on Sa. In fact, 
however, the dependency of p on Sa can be represented sim
ply by the length of Sa' denoted by s. (In order to make this 
point clear, we have to wait till near the end of Sec. VI. In 
particular see Ref. 19.) Therefore we have expressed p as p(x, 
y, z, s) in (2.4). 

Thefunctions¢ (x,y,z, t,R D,S) andp(x,y,z,s) are equal 
to the order parameter <p (x) when R ~ = Sa = O. Therefore 
<p (x, y, z, f, R 0, S) can be expanded in the following way: 

¢ (x,y,z,t,R D,S) = <p - (R ~ + Sa t )(Xf3ay - Xyaf3)t/! 

+S (~p) 
a aSa S=O 

+ higher order terms. (2.7) 

Here <p means the order parameter t/! (x). 
Then, when the Heisenberg field tf; is expanded in terms 

of the quantum operators and the creation and annihilation 
operators, its linear term tf;(I) becomes 

tf;(1) = - Qoat/! - tQa(xaa, + taa)t/! 

- (R ~ + Sa t )(Xf3ay - Xyaa)t/! 

+ Sa( a~a p t=o + Ix. + fXk. (2.8) 
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III. THE SOLUTION 

There are infinitely many solutions of the Heisenberg 
equation [(3) ofI], having tf;(l) [(2.8)] as its linear term, and yet 
the values of their energies are not all identical and conse
quently these solutions are not always related to each other 
by the time-independent canonical transformation. The situ
ation is exactly the same in the case of 2 + 1 dimensions and 
was explained in detail in I. The purpose of this paper is to 
find among these solutions a solution which satisfies the ca
nonical commutation relation and therefore is Lorentz co
variant. 

We start from the following solution, 

exp( -N/la/l)exp( -A a(taa +xaa,)) 

Xexp( - (R ~ + Sat )(Xf3ay - x yaf3 ))p(x,y,z,s). (3.1) 

The order of the operators N, A, R 0, and S are defined as 
follows. Expand the solutions (8.3) in a power series of N, A, 
R 0, and S. Then symmetrize the order of these operators at 
each term in the series. Sincea/l andx/lay - xya/l areinfini
tesimal operators of the inhomogeneous Lorentz group, this 
function satisfies the Heisenberg equation. Further this has 
tf;(I) [(2.8)] as its linear term. 

In terms of the quantities X and T introduced in the 
previous paper [(8.5) and (8.6) of I], the solution (3.1) can be 
expressed as 

exp( - (R ~ + Sa T)(Xf3ay - x yaf3 ))p(X,Y,Z,s), (3.2) 

where a a = a/ax a. As will be shown later in Sec. VI, the N/l 
satisfy the relation P/lN/l = 0 [see (6.8)]. As a result, Tbe
comes independent of N/l and the expression (13.18) of I is 
still valid for T in this paper. 

If we introduce the coordinates X' and T', 

X' = exp( - N/la/l)exp( - A a(taa + xaa,)) 

Xexp( - (R ~ + Sat )(Xf3ay - xyaf3))X, 

T'= T, 

the t/! becomes simply p. 

t/! =p(X',Y',Z',s). 

(3.3) 

(3.4) 

In the following we occasionally denote the solution 
(3.1) [and therefore (3.2) and (3.4)] as 

t/! (X,Y,Z,T,R D,S). (3.5) 

IV. ENERGY AND MOMENTUM 

The energy of the extended object ¢ can be calculated in 
the same way as in the case of2 + 1 dimensions (see Sec. X of 
I). After some cumbersome calculation we obtain the result 

H = -Po = - f Tood 3x 

s21 + M(s) 
(I_Q2)1/2 

'" M (4.1) 
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where 

Qa = tanh Aa, (4.2) 

1 = + I((X x J)stP )2 d 3x = ~ I((X X J)Sp)2 d 3x, (4.3) 

M(s) = + I I(JxtP f d 3x = + I I(Jxp)2 d
3
x, (4.4) 

if = s21 + M(s). (4.5) 

In (4.3), the (xXJ)s indicates the infinitesimal rotation 
around the direction of S, namely, 

(XXJ)s = (SailS l)(xpJy -xyJp). (4.6) 

ThetP appearing in (4.3) and (4.4) istP (x,y,z, t, R D,S), namely 
(2.4), or equivalently (2.7). It depends on t, butM(s) becomes 
independent of t after integration. 

As it will be shown later in this section, the energy of the 
extended object (4.1) can be rewritten as 

H=(!S 21+M'(s))/(I_Q2)1I2, (4.7) 

where 

M 'Is) = I~I( dtP )2 + ~ m2tP 2 + V(tP )d 3X 
2 dx 2 

= I~I( dp )2 + ~ m2p2 + Vip) d 3x. 
2 dx 2 

Then the mass (4.5) can be expressed as 

if = !S21 + M'(s). (4.8) 

In deriving expression (4.1), we have used the following 
relation for tP (x, y, z, t, R 0, S): 

We can derive these relations from the variational principle 

D I{ ~ ( dr r -~ I( ~~ r 
-+ m2tP 2 - V(tP )}d 3X = O. (4.10) 

Choosing DtP to be 

DtP = tP (x + cx,y,z,t,R D,S) - tP (x,y,z,t,R 0,s), (4.11) 

we obtain 

J{ 
~ ( dtP )2 + ~ ( dtP )2 _ ~ ( dtP )2 _ ~ ( dtP )2 
2 dt 2 dx 2 dy 2 dz 

- ~ m2tP2_ V(tP)}d 3x=0. (4.12) 

From the further two DtP, namely, 

DtP = tP (x,y + cy,z,t,R O,S) - tP (x,y,z,t,R o,S) 

and 

DtP = tP (x,y,z + cz,t,R D,S) - tP (x,y,z,t,R O,S), 

we obtain two other equations similar to (4.12). From these 
three equations, we can easily obtain the relation (4.9). 

The momenta of the solution (3.1) can be calculated in 
the same manner: 
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Px = JTox d3
X 

• A 

Qx M 
(4.13) 

- (1 _ (2)1I2 . 

Therefore the momenta P are related to the energy H by the 
relations 

Pa = Qa H = - QaPO' (4.14) 

Later in Sec. VIII we need to know the values dH Ids 
and dP Ids. In order to find these values, we first construct 
the Lagrangian from which we can deduce Eq. (2.6) for p. 
Then the function p satisfies the variational relation 

D I{+ S~((xpJy - x yJp)p)2 

-+ I(Jxp)2 - +m2p2 - VIp)}d 3x = O. (4.15) 

Choosing Dp to be 

Dp = p(x,y,z,s + D) - p(x,y,z,s), (4.16) 

we obtain the relation 

~ S2 !!.- J((x xJ)spfd 3X 
2 ds 

- !!.- { ~ I(Jxp)2 + ~ m 2p2 + VIp)}d 3X = O. (4.17) 
ds 2 2 

Choosing Dp to be 

Dp = pix + cX,y + cy,z + a,s) - p(x,y,z,s), (4.18) 

we obtain 

J{ ~ ((xXJ)Sp)2 

-+ I(Jxp)2 - ~ m2p2 - 3VIp)}d 3X = O. (4.19) 

Expression (4.7) for the energy can be derived fr~ the origi
nalone, (4.1), by using relation (4.19). Then thedM Ids can be 
obtained by using the relation (4.17) as 

!!.- if =!!.- ( ~ s21 + M (S)) = !!.- (s21 - ~ s21 + M (S)) 
ds ds2 ds 2 

= !!.- (S2 I) - sl = s d (sI) . (4.20) 
ds ds 

Finally, we obtain thefollowingvaluesfordH IdsanddP Ids: 

!!.-H = ~ d'S 
ds (1 - Q2)1/2 ds 

(4.21) 

!!.- P = Q~s d'S 
ds a (1 _ Q2)112 ds 

(4.22) 

whereS = sl = (l:aS~)1/21. 

V. ANGULAR MOMENTUM TENSOR m!'v 

Lengthy and complicated calculations are needed to ob
tain m!'v' However, the result is rather simple, 
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max = f(tTax - xToo)d3x 

= - f!X-Nx -Qx(t-Na)jTood 3x 

- (Nx - QxNa)f Too 

_ . Q>~z - QzSy 
- - (Nx - QxNa)Pa + (1 _ Q2)1/2 

= [NXP] [QXS]yZ 
ax + (1 _ Q2)1/2 ' (5.1) 

m xy = f(XTay - y Tax)d 3x 

=Sz + ~2 ( - 1 + (1- b2)1/2 )(+QyQ;Sx; 

- +Qx Q;Sy;) + (QxPy - QyPx ) 
A 

Sz ( 1) 
= (1- Q2)1/2 - - 1 + (1 _ Q2)1/2 

X Qz(.Q~S) + [N xP ]xy' 
Q 

(5.2) 

In the above Sa = Sa1a withla = S( (xpJy - x y Jp)t/J)2 d 3x. 7 

The (Q.S) means QxSx + QySy + QzSz. 
In the course of the calculation above, the following 

three relations for t/J (x, y, z, t, R a, S) are used: 

f(XaJp + xpJa)t/J (XXJ)st/J d 3x = 0, (5.3) 

where (x X J)s is defined in (4.6). These three relations can be 
derived as follows. 

We first rotate the coordinate system x, y, and Z into a 
new coordinate system x', y', and z' so that the new third axis 
z' coincides with the direction ofthe angular velocity S. Then 
the (x X J)s is expressed in the new coordinate system simply 
as (XXJ)s = (x'Jy' - y'Jx')' Consequently, required rela
tions (5.3) are written as 

f(X~Jp +xpJ~)t/J(x'Jy' -y'Jx·)t/Jd 3x'=0. (5.4) 

The variational principle b S.Y d 3X = 0 has to be satis
fied for any infinitesimal variation bt/J vanishing at infinity. 
Choosing the following bt/J, 

bt/J = t/J (x' + EX' ,y' - EY' ,z' ,t,S ) 

- t/J (x',y',z',t,S), 

and taking into account the relations (4.9), we can derive 
from b S d 3X = 0 one of three relations (5.4), namely, 

J(X'Jy. +y'Jx.)t/J(x'Jy' -y'Jx·)t/Jd 3x=0. (5.5) 

Let us choose the following bt/J: 

bt/J = t/J (x',y' + d,z',t,R a,s) - t/J (x',y',z',t,R a,S). 

Then the b S.Y d 3X can be calculated easily by changing the 
variables from x', y', and z' into x" = x', y" = y' + EZ', and 
z" = z'. This is because the measure of integration is not 
altered, namely, dy" dz" = dy' dz'. Also, S(Jy·t/J f d 3X and 
S(Jz' t/J )2 d 3x are not altered by this change of variables since 
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SJy·t/JJzt/J d 3Z = O. Then, from 0 S.Y d 3X = 0, we obtain the 
relation 

(5.6) 

Inthesameway,frombt/J = t/J (x',y',z' + Ey',t,R a,S) - t/J (x', 
y', z', t, R a, S), we obtain 

(5.7) 

From the two relations (5.6) and (5.7), we obtain another 
relation among the relations (5.4), 

J(z'Jx' + x'Jz·)t/J (x'Jy' - y'Jx·)t/J d 3X = O. (5.8) 

In the same way we can derive the remaining one, 
namely, (5.4) with a = y andj3 = z, if one adopts the follow
ingot/J: 

ot/J = t/J (x' + EZ,y',z' + Ex',t,R D,S) 

- t/J (x',y',z',t,R a,S). (5.9) 

In (5.1) and (5.2),.the angplar momenta ml'v are ob
tained in terms of N, Q, and S. We can express ml'v in an
other form by introducing the following operator B, 

The nature of this operator will become clear later. Then in 
terms of operators B, Q, and S, the angular momenta ml'v are 
expressed as 

We now compare these two expressions with the for
mula of the Lorentz transformation for the antisymmetrical 
tensors Yilv' Let us assume that the coordinate system A' 
moves with a velocity v relative to the rest system A. Let us 
denote these antisymmetrical tensors observed in the system 
A' by Y~v' We denote Y Oa and Y Oa by ~ a and ~~, and 
also YaP and Y~p byoW' a and oW'~ . Then the antisymmetri
cal tensors YI'V are transformed as follows: 
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~~ Va~, 
~a = 21/2 +2" (V, ) 

(1 - V) V 

( 1) [VX,w"]p1' 
X 1 - (1 _ V2)1/2 - (1 _ V2)1/2' (5.13) 

,w'~ Va,w" ( 1) 
JYa = (1 _ V2)1/2 + ~ (V, ) 1 - (1 _ V2)1/2 

[vX ~']p1' 
(1 _ V2)1/2 . 

(5.14) 

These two relations (5.13) and (5.14) are identical with the 
two expressions (5.11) and (5.12) if we replace g', JY, and V 

by BM, S, and - Q. Therefore, if we observe angular mo
mentum tensors in the coordinate system moving with veloc
ity Q, we will find the values BaM and Sa' This fact can be 
explained also in another way. 

One may formulate the theory of the extended object in 
the fluctuating coordinate system. If we describe the ex
tended object in the coordinate system which is moving with 
matrix velocity Q, the Heisenberg field becomes independent 
of Q. The position operators still remain there, but are no 
longer Q 0. The static extended object observed in the fluctu
ating coordinate system becomes a function of x - B instead 
of X, as will be explained below. 

The coordinates X introduced in (6.3) and (8.5) ofl can 
be written in terms of B as 

'" X=X-B, (5.15) 

where X are the coordinates given in (6.10) ofl and are func
tions of x, y, Z, t and Q. In the fluctuating coordinate system 
Xbecomes simply x. Consequently the static extended object 
which is originally a function of X, becomes a function of 
x-B. The deformed object depends further on T. However, 
Tbecomes t in the fluctuating coordinate system. Therefore 
the deformed object becomes simply a function of x - Band 
t. 

Now the values of the angular momenta m Oa in the 
fluctuating coordinate system can be calculated as follows 

J(tT~x - xT~)d3X 

= - J(X - B)T~ d 3x + tJ T~x d 3x -B J T~ d 3x. 

(5.16) 

The tensor T' is the energy-momentum density of the object 
observed in the fluctuating coordinate system, and is a func
tion ofx - B (in the case of the deformed object, further oft, 
R 0, andS). The first term is a constant and we ignore it. s The 
second term vanishes since the momentum of the object at 
rest is zero. Finally we obtain the value BM. 

The other components of the angular momentum, 
namely maP can be calculat~ in the same manner. One can 
easily confirm that they are S1" 

VI. LORENTZ COVARIANCE (1) 

The purpose of this paper is to find, among infinitely 
many solutions of the Euler equation, a solution which is 
Lorentz covariant. In this section we will prove that the rela
tivistic angular momenta m"v [(5.1), (5.2)] form an infinitesi-
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mal Lorentz group. More precisely, if we choose suitable 
commutation relations for the quantum mechanical opera
tors NI"' Aa , (or Qa), and Sa' the ml"v satisfy the commuta
tion relations 

i [ mpov ,mup] = - gpoumyP + g"P m1'u 

+gYUmI"P -gypml"1" (6.1) 

In fact, however, such required commutation relations 
among operators NI"' Aa (or Qa), and Sa are not simple, and 
it is not worth presenting them. Instead there is a simple and 
clear way of determining these operators themselves directly 
in a self-consistent manner (the meaning of words self-con
sistent manner will become clear soon). We will do this in the 
following. 

Ten operators PI" and ml"Y' given in formulas (4.1), 
(4.13), (5.1), and (5.2), are written in terms of operators Npo' 
PPO' and Sa' Conversely, we can express NI" and Sa in terms 
of PI" an<!. ml"Y' This is because only ten operators amongNI"' 
PPO' and Sa are independent, because of the relation 
pI" NI" = 0, which will be proven later. We first express NI" in 
terms of PI" and ml"Y' From two expressions (5.1) and (5.2), 
we obtain the relations 

pYmYI" =M 2NI" -Ppo(PYNv)' (6.2) 

The solutions NI" of this equation are not unique. The gen
eral solutions are 

NI" = P V m YI"IM 2 + aPI"' (6.3) 

where a is an arbitrary constant. Now we deal with S. From 
(5.2) we obtain the relation 

(6.4) 
a a 

where ma = ~€aP1'mP1'. By inserting the~xpressions (6.4) and 
(6.3) into the relations (5.2), we obtain Sa as follows 

'" "'{ . ( I) Sa = 11M Wa - Qa - 1 + . , 1/2 
(1- Q-) 

(1 _ (2)1/2. } 
X Q2 (Q·W) , (6.5) 

where 

WI" = ~€I"VUPP vmuP. (6.6) 

Conversely W can be expressed in terms of S as9 

Wa '" . ( 1) (Q.S) 
M=Sa +Qa -1 + (I_Q2)1/2 Q"Z' (6.7) 

The Npo have not been determined uniquely yet, since a 
in (6.3) is arbitrary. We fix the value of a by requiring that the 
solution(3.I)wit~NI" given by (6.3),reduces tot,6 (x,y,z, t,R 0, 

S) [(2.4)], when Qa vanish. 10 Then we obtain the following 
expressions for NI"' 

NI" = P vmvl" 1M 2. (6.8) 

The NI" [(6.8)] satisfy the relation PPONI" = O. The set 
N = (No, Nx , Ny, Nz ) is evidently a relativistic vector. It ex
presses how far the trajectory of the center of mass deviates 
from the origin, as will be explained in Sec. XI. Therefore we 
will call it the relativistic displacement operator. 

Now we explain the situation where we are. Let us con
sider a quantum mechanical particle with mass M, which is 
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moving freely in the space-time of the coordinates t, S"" SY' 
and Sz (see Sec. XI). We then construct the matrix represen
tations of the infinitesimal operators of the inhomogeneous 
Lorentz group, namely Pil and mil" (see Secs. VII~nd XI). 
Out of these operators, we construct Aa , Nil' and Sa by the 
relations (4.2), (4.14), (6.5), and (6.8). Thus the solution (3.1) is 
now determined. (The operators R are not determined yet. 
These are irrelevant to the matter in the discussion in this 
section). Evidently the energy-momentum vector and angu
lar momentum tensor of the solution thus fixed, are again P}1 
and m}1v themselves, namely, the matrix representations of 
the infinitesimal inhomogeneous Lorentz group. Now ev
erything is in order. 

In the previous paper I we have used three quantum
mechanical operators denoted as Qa' In terms of P

'I 
and milt, 

these operators can be written as 

Qa =Qoa +Qat=Na -QaNO+Qa t 

PVm}1" Pa ( P"mov ) =--+- ---+1 . 
papa po papa 

(6.9) 

The QOa = Na - QaNO are not relativistic quantities. Nev
ertheless, as will be shown in Sec. XI, Qa are relativistic and 
represent the center of mass (more precisely, center of ener
gy) of the extended object. The idea of constructing the cen
ter of mass, either classical or quantum mechanical, out of 
the energy-momentum vectors and the angular momentum 
tensors, is not new. In the case of classical relativity theory, it 
was tried many years ago already by Fokker. lIAs to the 
quantum-mechanical center of mass, we may refer to Pryce's 
paper which is one of the earliest and yet is already com
plete. 12 The definition of the relativistic center of mass, how
ever, has not been unique (for example, see Sec. I of Ref. 12). 
There have been several proposals. Our definition agrees 
with the one given by Pryce [see (11.5)]. It is convenient to 
introduce the following notation J!,,: 

J!" =P"mw = -M 2NIl · (6.10) 

Then two Lorentz vectors W" and J!,l satisfy commutation 
relations. 

[J!",W,,] = - iP" WIl , 

[ W" ,P,,] = 0. 

(6.11) 

We can then prove the following commutation relations 
from the relations (6.11), 

[Sa,S{J] = - E"{JYSy, (6.12) 
'" Thus the quantum-mechanical operators Sa are the repre-

sentations of the rotation group. 13 They are not irreducible 
however. They are the sum of irreducible representations, 
each of which is characterized by an integer I, as will be 
shown in Sec. VIIIB. Consequently, the real extended object 
is a particle with mixed intrinsic angular momenta. 

VII. CANONICAL CONJUGATE OF P 

The operators N" - QaNO' which appear in mox [(5.1)] 
and are denoted as Q ° in I, satisfy the commutation relations 
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(7.1 ) 

In case of a spherical extended object, these operators 
commute among themselves and therefore are the canonical 
conjugates of Pa [see (9.2) ofl]. However, these operatorsN" 
- Q"No do not commute among themselves when the ex

tended object is not spherical. Instead they satisfy the com-
mutation relations 

[Ncr - QaNo,N{J - Q{JNo] = - Ea{Jy WyIHM. (7.2) 

Therefore N" - Qa No are not the canonical conjugates of P. 
We denote by QO the three operators which commute 

among themselves and reduce to N", - Qa No when Wa van
ish. 

(7.3) 

As wiII be seen later in Sec. VIII, S commutes with Q. Then 
we can replace Na - QaNO by Q ° a in the commutation rela
tion (7.1). Therefore Q ° a are the canonical conjugates of Pa 

and satisfy the commutation relations 

[Qoa,Qu{J] = 0, [QUa ,PI' ] = iDafJ . (7.4) 

We wiII see later in Sec. VIII that the operators Qa = Q 0 a 

+ Qa t are the Heisenberg representations of the center of 
the object (not the center of mass). 

In terms of the operators Q 0 the angular momentum 
mil" can be expressed as 

mOa =HQoa + (-1 + (1- ~1)1!2 ) 

(I_Q2)1!2 . A 

X Q2 [QXS]/3y' (7.5) 

(7.6) 

These two expressions are more convenient than the expres
sions (5.1) and (5.2) when we prove the Lorentz covariance of 
if; in Sec. IX. 

Let us write HQa in (7.5) [Q 0 X P ] atl in (7.6) as mOa and 
mal" namely, 

A 

mOa = HQ 0" , 

mal' = [QoxP LxI" 
(7.7) 

(7.8) 

We can easily confirm that these mil" satisfy the commuta
tion relations (6.1). As will be explained in Secs. VIII and XI, 
Q ° a are matrix representations of the coordinates Sa' which 
represent the center of the extended object. Consequently, 
mil" are six components of the relativistic orbital angular 
'momentum tensor. 

A 

We further introduce operators Nil' 
A 

N}1 =P"m"Il' 

Then Q 0" and mil" can be expressed as 

QOa = Na - QaNo' 

m,l> = [N"P" - N"PIl ]. 

(7.9) 

(7.10) 

(7.11) 

These two expressions (7.10) and (7.11) are identical to (9.2) 
and (9.9) of I for the spherical object. A A 

The commutation relations between Sand Q ° can be 
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dedu~ed by making use of the relation (6.11). We find that S 
and Q 0 commute, 

[Sa,Qo/d = O. (7.12) 

~lso, from (6.11), we c~n easily prove that S commute with 
Q, and therefore with Q, 

(7.13) 

VIII. RELATIVISTIC QUANTUM MECHANICS 

The quantum mechanics created in the 1920's was 
based upon the Hamiltonian formalism. The quantization 
condition was introduced for the canonical set of variables, 
namely, the momentum and the position. Neither the Ha
miltonian formalism nor such quantization condition is not 
manifestly relativistic. The theory of quantum mechanics 
has suffered from its nonrelativistic appearance since then. 

In this paper we construct the quantum mechanics in 
terms of the momenta Pp and angular momenta mpv ' The 
position operators Qa appearing in the conventional quan
tum mechanics can be expressed as polynomials of Pp' mpv' 
and 1/ Po [(9.2) ofI are valid also in this paper]. The quantum 
mechanics thus presented is manifestly relativistic. 

In Subsec. A we treat the quantum mechanics repre
senting the dynamics of the center of mass of the spherical 
extended object. In this case Pp and mpv are the representa
tions of the inhomogeneous Lorentz group acting upon the 
center (in the case of the spherical object, the center of the 
object coincides with the center of mass). The mpv appearing 
here are restricted to the ones satisfying Wp = ~tpvopP VmOP 
= O. The conventional quantum mechanics of Q 0 a and Pp 

can be looked at as the polynomial algebra of Pp and mpv (or 
equivalently Pp and Np)' 

In Subsec. B we consider the case of the nonspherical 
object. There the quantum mechanics is not simply of the 
point. It represents the dynamics (rotational) of the orienta
tion of the object as well as the dynamics of the center of 
mass. The Pp and mpv still form the inhomogeneous Lorentz 
group, but they represent more involved infinitesimal opera
tions. They include spin operators (integers) and therefore 
Wp do not vanish. In the wave function (3.1), there appear 
further operators R 0 a' The algebra of P ,m and R 0 is It IlV' a 

still larger than the inhomogeneous Lorentz group. 

A. Quantum mechanical operators and their Hilbert 
space (spherical case) 

The energy H [(3.3) ofI] is related to the momenta P 
[(3.4) ofI] through the relation H2 = p 2 + M2. It indicates 
that the center of mass of the extended object moves freely. 
Therefore when we diagonalize Hand P, the Hilbert space is 
a set of plane wave functions, namely, de Broglie waves. 14 

Thus each sector of the Hilbert space can be written as 

IK)=eiK"s". (8.1) 

Since H is the total energy, the S must be variables describ-
. p 

lng the center of the object, or equivalently the center of mass 
(in the case of spherical object, the center of mass coincides 
with the center of the object). In Sec. XI we will give unam-
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biguous mathematical prooffor this. The sectors IK ) satisfy 
the quantum-mechanical equations 

i~ IK) =PpIK), 
asp 

(8.2) 

and therefore Kp are matrix elements of Pp. 15 As a conse
quence, Pp are the matrix representations of ialas p in the 
Heisenberg representation as well as in the Schrodinger re
presentation. 

Once the Hilbert space is thus fixed, the matrix repre
sentation of any quantum-mechanical operator is already 
determined. Any quantum-mechanical operator is a matrix 
representation of a function of 5 p' or more precisely, a func
tion of SP and a las p. Let us write the matrix element of a 
quantum-mechanical operator A between two sectors (K2 1 

and IK 1) as (K2IA IK 1). The operator A isamatrixrepresenta
tionofsomefunction,denotedby~l(s,a las)· Then (K2 IA IK1) 

is determined to be 

(K2IA IK 1) 

= f(K21~(sp a;p )iK1)d 3S' (8.3) 

Now we deal with matrix representations ofmpv and Qa' We 
first present some heuristic arguments which serve to deter
mine these representations. 

The Q 0 a are canonical conjugates of P a' and therefore 
must be representations of Sa' Since Q 0 a are independent of 
time, they must be the Schrodinger representations of Sa' 
Consequently Qa = Q 0 a + Qa t must be the canonical con
jugates of Pa in the Heisenberg representation. 

The mpv are total angular momentum operators. In fact 
only possible angular momenta of the spherical object are 
the orbital angular momenta (the spherical object does not 
fluctuate rotationally). Furthermore m and P form an pv p 

inhomogeneous Lorentz group. Then, since Pp are the ma-
trix representations of ialas p, mpv must be the representa
tions ofi(Spav - Sl,ap )' 

The arguments given above for QOa and mpv ' are only 
heuristic ones and need to be confirmed by mathematical 
proofs. We will do this in the following. We first assume that 
mpv are the representations ofi(Spav - Svap)' and we will 
justify it at the end of this subsection. Then the matrix repre
sentations of Na [(9.10) ofI] should be 

(K2 INa IKd 

= ~2 f (K2 Ia"(Saav - Sv aa)IK1)d
3s 

= _1_ fe - iK,'IS"(1:- apa _ apl:- a )eiK."s" d 31:-M2 ~a p ~p a ~. (8.4) 

The matrix representations of QaNO are a bit more compli
cated: 

(K2IQa NoI K ll 

= ~2f(K2j ~ aV(SoJv -Svao)jK1Jd 3
S 

= _1_ fe - iK,"S"( _ M21:- ~ _ a"1:- a )eiK."S" d 31:-M2 ~o a
o 

~v a ~. 

(8.5) 
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In spite of their appearances, aV(spav - svap) are indepen
dent of t, as will be seen in the Sec. XI. Combining (8.4) and 
(8.5), we obtain the Heisenberg representations of Q ° a' 

(K21Qoa1 K d 

= J {K2ISa - So ~ IK1)d
3
S' (8.6) 

The momenta ap are diagonal in our representation, and 
therefore the representations of a a I if are Pal H; that is Qa' 
The So is t by definition. Then the Heisenberg representa
tions of variables Sa are obtained from (8.6) as 

J (K2lsa IKI)d 3s = (K21Qoa + Qat IKd 

= (K2IQa IKd· (8.7) 

Thus, as expected, Qa are now proven to be the Heisenberg 
representations of the center of the object (Sa signify the 
center, as will be shown in Sec. XI). 

We can drop the second term in the right side of (8.6) in 
another way, namely, by transforming the Heisenberg repre
sentations (8.6) into the Schrodinger representations 

(K21Qoa IKdsch 

(8.8) 

Then (K21Qoa IKdsch mean the Schrodinger representations 
of Q ° a' The IK I) Sch indicate the time-independent ket vec
tors, namely, exp(i(kxx + kyY + kzZ)). 14 Then the Q ° a are 
the Schrodinger representations of the variables Sa' The 
heuristic argument on Q ° a presented earlier in this section is 
now justified. 

Throughout the above calculations, we have ignored a 
term proportional to aa for the following reasons. Previous
ly we have defined Nil as pVmvp lM2. However, we may 
define Nil as !(ppm vp + mVI.'PV)IMz. I!l the same way QOa 
may be replaced by Na - !(QaNo + NoQa)' There are many 
other different ways of defining Q ° a in connection with the 
ordering of the operators. However, the Q ° a's thus defined 
differ among themselves only by terms proportional to aa' 
In order to avoid getting involved with complexity which is 
not essential, we do not discuss this point further. 

As a consequence of Eqs. (8.2), the PI" are the matrix 
representations of - iap = - ialas p in the Heisenberg re
presentation as well as in the Schrodinger representation. 
The matrix representations of Sa are obtained in (8.7) and 
(8.8) and are Qa and QOa in Heisenberg and Schrodinger 
representations. Since any quantum-mechanical operator is 
a matrix representation of some function of Sa and aI'" we 
can always express itas a functionofQa (or Q °a) and PI" . We 
illustrate this by choosing mpv as examples. 

We first deal with mOa ' namely, 

(Kzlmoa IKd 

= if (KzlsoJa - Sa JoI K I)d
3
S· (8.9) 

Since the representation of Sa are Qa' we obtain the result 

(Kzlmaa IK1) = (KzlsoPa - PoQa IKd, (8.10) 

where So = t. The Qa are Q ° a + Qa t and PoQa = - HQa 
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= P a' Finally the Heisenberg representations of maa are 
obtained, 

(8.11) 

These expressions of mOa are identical to the ones (4.3) of I 
(ignoring the ambiguity in the ordering). 16 

Earlier in this section the ma/3 were assigned as the ma
trix representations of the operators i(SuJ/3 - S/3aa)' The 
matrix representations of iJu are the quantum-mechanical 
momenta Pa describing fluctuation movement. According 
to (8.7), the representations of Sa are Qa and signify the lin
ear fluctuation of the center of the extended object about the 
origin of the coordinate system. Therefore ma /3 of the spheri
cal extended object are the quantum-mechanical orbital mo
menta due to the fluctuation of the extended object. Their 
matrix representations are 

(Kzlma/3I K d 

= - J (Kzlsu a/3 - S/3aa IK1)d 3S 

= Q/3Pa - Qa P/3 

= QO/3Pa - QOa P/3 . (8.12) 

The operators (8.12) commute with H. Consequently the 
Schrodinger representations of ma/3 coincide with the Hei
senberg representations and are also given by (8.12). 

The results (8.11) and (8.12) agree with the expressions 
(4.3) and (4.4) ofl for the relativistic angular momenta. 
Hence the heuristic argument on mpv ' given in the early part 
of this section, is now justified. 

B. Quantum mechanical operators and their Hilbert 
space (nonspherlcal case) 

Now we deal with the deformed extended object. The 
matrix representations for operators R 0, S, Q 0, and P can be 
easily constructed as it will be explained soon. Then, since 
any other quantum-mechanical operator can be expressed in 
terms of these operators, its matrix representation can be 
determined also. 

)'he Hilbert space can be determined by considering PI" 
and Sa only, since only these two sets of operators appear in 
the four-momenta, especially in the energy (the Hilbert space 
is determined principally by the Hamiltonian). Now the PI" 
commute with Sa. Consequently the Hilbert space is a pro
duct of two subsRaces. It is not a direct product however, 
since PI' include S z through M (M can be written as a func-

tion ofS z instead of s, since s commutes with Sa. We will 
A 

return to this point later). The representations of Sa are de-
termined solely by one of these two subspaces. We will occa
sionally call this subspace the Hilbert subspace for Ra and 
Sa' since not only the Sa' but also the essential part of the 
representations of Ra lie also in this subspace. The represen
tations of Q 0 a and PI" depend only on the other subspaXe. 
We will occasionally call it the Hilbert subspace for the Q ° a 

and PI'" Let us denote sectors in the Hilbert space as IK,I,m). 
Here I means the eigenvalue of IS I. The meaning of the other 
symbols K and m will be explained later. Each of the sectors 
IK,I,m) is a product of two subsectors which we denote as 
IK,I) and I/,m); that is to say, IK,I,m) = IK,/) I/,m). 
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The sectors IK,I,m) have to satisfy, according to the law 
of quantum mechanics, the equation - ia, IK'/,m) 
= H IK,I,m), where H is a quantum-mechanical Hamilton

ian (4.1). The way of dividing solutions IK,I,m) into IK,/) 
and I/,m) is not unique. Correspondingly there are numer
ous ways of separating this equation for IK,I,m) into two 
equations which I/,m) and IK,/) satisfy separately. In this 
paper we solve this equation by assuming I/,m) to be inde
pendent of time. We denote such I/,m) as Il,m)sch' where the 
suffix Sch is an abbreviation ofSchrodinger. Then IK,/) 
alone satisfy the equation 

_ ia IK l) = I (I + 1)1 ~ + M (I) IK I ). 
" (I_Q2)1/2 ' 

HereHisdiagonal in both IK,/) and II,m)Sch' and [I (I + 1)/ 
1+ M (I) l/(1 - Q 2)'12 arx its diagonal elements in I/,m)sch' 

The representations Sa are determined solely in the 
subspace Il,m)sch' as is mentioned previously. However, the 
matrices R ° a depend on both of IK,/) and I/,m)Sch' Still, as 
will become clear in the end of this section, we can rewrite 
ROa asproductsRO'aR2"a,whereRo'a andRo"a depend 
separately on IK,I) and I/,m)Sch' respectively. 

Then the matrices R 0" a and Sa are completely inde
pendent of the matrices PJl and therefore of Qa' Therefore, 
let us replace Q by 0 in the solution (3.1). Then the expression 
(3.1) of the deformed object l/J indicates that operators R 0" a 

and Sa are the angles and angular velocities in the frame of 
reference where the center of the object is at rest (in such a 
frame of reference the center of mass coincides with the cen
ter). Correspondin~ly we construct the matrix representa
tions of R 0" a and Sa as the angle operators and angular 
momentum operators of the object rotating around the ori
gin. 

Once matrix representations of Sa are obtained, the re
presentations of the rest of the operators PJl and Q ° can be 
constructed exactly in the same way as in the spherical case. 
Finally, the matrices R 0' xan be constructed using the Hil
bert subspace of PJl , and QO. Therefore, in principle, we 
should construct the 1J!atrices R 0" a and Sa first, and then 
construct the PJl and QO later. Howexer, the procedure of 
constructing the matrices R 0" a and Sa is lengthy, and it is 
preferable to deal with them later. We first construct the 
matrix representations for Q ° and P in the following. 

The Hamiltonian H is related to momenta Pa through 
'" '" therelationH = M + paPa' whereMis a function ofs only. 

Since s commutes with P and Q 0, if is simply a C-number in 
this Hilbert subspace. Furthermore, Q ° and P satisfy the ca
nonical commutation relation just as Q ° and P of the spheri
cal object do [see (7.4)]. Then the results obtained in the pre
vious ~ubsec. A are aU valid here if we replace Q ° in Subsec. 
A by Q 0. First of all, each sector of the Hilbert subspace 
concerned is given as 

(8.13) 

in the Heisenberg representations, and 

IK,I )Sch = exp(i(KAx + KySy + Kzsz)) (8.14) 

in the Schrodinger representations, where K JlK" 
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= M2 = I (I + 1) + M(l). Secondly, the QOa are the matrix 
representations of the coordinates Sa in the Schrodinger re
presentation, namely, 

(K2,IIQoa IK''/)Sch 

= (K2,/INa - QaNoIK"l)sCh 

= J (K2'/ ISa IK,,l)sch d 3S' (8.15) 

Then the Q ° a + Qt, denoted as Qa' are the Heisenberg re
presentations of Sa; that is, 

'" = (K2 ,/ IQa IKI,I). 

Finally, mJll' are the matrix representations of 
- i(s"al' - Sl'aJl)' 

(K2'/lmJlv IKI ,l) 

(8.16) 

= -J(K2'/ISJlal'-Sl'a"IKI'/)d3S. (8.17) 

Now we deal with R ° and S, These two kinds of opera
tors do not appear in the existing quantum mechanics which 
was initially obtained from the classical mechanics of a point 
particle through the quantization procedure. In the {'reced
ing sections we have seen where these new operators Sand P 
originate from. The relations of Sa to other quantum opera
tors PJl and mJll' are already clarified [see (6.5)], and Sa are 
found to be representations of infinitesimal rotation opera
tors [see (6.12)]. However, R ° have appeared so far only in 
the function (3.2) and have not been integrated properly in 
the new quantum mechanics. Therefore in order to deter
mine the matrix representations of R ° and S, we have to start 
from the solution (3.2). 

The wave function (3.2), which we have adopted for the 
vacuum value of ¢, describes an object moving with the ve
locity Qa = tanh Aa, and rotating with the angular velocity 
S aroun~ its center. Replacing NJl and Aa by zeros (equiv
alently Qa and PJl by zeros) in (3.2), we obtain the function 

exp( - (R °a + Sat )(xtA, - xyap)io(x,y,z,s). (8.18) 

Ihis is an object simply rotating with the angular velocity 
S = (Sx' Sy' Sz). The angular momenta of this object can be 
obtained by replacing Qa by zeros in mxy [(5.2)], or equiv
~lently, by replacing Pa by zeros in the mpy [(7.6)]. They are 
Sa and s~tisfy the commutation relations (6.12). Conse
quently Sa are the matrix representations of three infinitesi
mal rotation operators for the object (8.18). Then we deter
mine the matrices R in such a way that the function (8.18) is 
left invariant for the infinitesimal rotation (xpay - xyap) 
+ iSa . Now the R ° are the Schrodinger representations (ap

proximative) of the matrices R = R ° + St, as will be proven 
later. Then the following function is the Schrodinger repre
sentation of the function (8.18), 

exp( -ROa(xpay -xyap)lo(x,y,z,s). (8.19) 

This function is easier to deal with than the function (8.18). 
We first determine R ° in the Schrodinger representation so 
that}he (8.19) is invariant for the rotations (xpay - xyap) 
+ iSa · The function (8.19) expresses a rotated object and 
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RO RO dRo . . x' y' an z are matnx representatIons of angles of 
rotations around x, y, and z axes, respectively (we ignore the 
presence of sin p, since s commutes with Sa. We will come 
back to this point in Sec. IX). We will denote these angles by 
CfJa' Later, in Sec. XI, we will show in detail the precise math
ematical definition of CfJa [see (11.8)]. 

The angles CfJa determine the orientations of the rotated 
object (8.19). We define the orientation of the object (8.19) by 
choosing three unit vectors which are fixed on this object and 
are orthogonal mutually. We denote these three vectors by 

(-r x' I, -r)I, -rzll),(-r;I, -r}1 ,-rz
21), and (-r}I, -r}I, 7~31). (8.20) 

For the sake of convenience we choose these three vectors to 
lie on theaxesx,y, andz, respectively, whenCfJa = O. In other 
words, the three fixed vectors of the unrotated object p(x, y, 
z, s) lie on the axes x, y, and z. Naturally they rotate as the 
object rotates. Then the three vectors (8.20) satisfy the rela
tions 

eoplrxal-r~1 = 0ia, 

where 

CfJ (7Xa) = CfJx2)-rjlari '1 - -r;la,Jil) 
Iii ' Y 

(8.21) 

+ cyclic permutation on x, y, and z. (8.22) 

The 0ia are defined as 

0lx =02y =03z = 1, 

and all other 0ia are zero. 
. Although there appear nine components rial in the rela-

tIOns (8.21), only three of them are independent. Since the 
number of components CfJ are also three, we can determine 
the CfJ as functions of 7, 

(8.23) 

A Now we deal with the quantum-mechanical operators 
S. Let us denote the projection of the point (x, y, z) on three 
vectors (8.20) by 7(11, 7121, and 7(3). In other words, we locate 
each point of the space by the coordinate system fixed on the 
extended object. Then the infinitesimal rotational transfor
mation of this coordinate system (7(1), 7121, 7(31) is realized by 
the operators 

-.lila -.lil T ,JII -Ta,J'1' (8.24) 

Since this coordinate system (7(1),7121,7131) is fixed on the 
extended object, these operators (8.24) rotate the extended 
object. Now the extended object (8.19) has to conserve the 
operators (xf3ay - Xyaa) + !Sa. It means that the coordi
nate system (x, y, z) and the extended object are both rotated 
simultaneously and the orientation of the object relative to 
the coordinate system (x, y, z) remains unaltered. Then, 
when CfJa = 0, namely, when the body-fixed coordinate sys-
t ( (1) (2) (3)) "d . h h . em 7 ,7 ,7 comci es Wit t e coord mate system (x y 
z), the Sx, Sy, and Sz have to be the matrix representation~ of 
the following operators, respectively, 

i(712)ar " - 7(3Iar ,,), i(7(3Iar " - 7( lIar ,,), 

i(7(1)ar " - 7(2)ar ,,). (8.25) 

When CfJa #0, the following three directions coincide 
with the axes x, y, and z. 
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(8.26) 

where i = 1,2, and 3, respectively. Therefore we rotate -r il 

such that these three directions (8.26) are rotated in the same 
way as three axes x, y, and z are rotated by the operators 
(xf3ay - Xy~). Then in order for (xf3a - x af3) + is to 

. h h y y a 
vams ,t e Sa have to be representations of the following 
operators denoted as - i(fXa), 

- i(fXa)a = ie-oplrXal(7(ila,J'1 - -rVrlO,)eopITxal. (8.27) 

Here (i,j) is (2.3) or (3.1) or (1.2) according to whether a = x 
or y or z. 

The commutation relations between the operators 
(8.27) and CfJ are rather complicated. Correspondingly the 
~ommutation relations between quantum rotation operators 
Sa and quantum Ra are not simple. However, there exists 
one simple commutation relation, namely, the canonical re
lation between a specific component of the operators (8.27) 
and ICfJI = (CfJ2x + CfJ 2y + CfJ 2z)1I2. Let us denote the compo
nent oof the vectors (8.27) along the direction (CfJx, CfJy' CfJz) by 
- i(7Xa)op' namely, 

." CfJa (' a) .0 
-I ~!;T 7X a = -1(7Xa)op' (8.28) 

Then ICfJI and - i(fXa)op satisfy the canonical commutation 
relation 

(8.29) 

A Now we will determine the Hilbert subspace for R ° and 
S. The integrated Hamiltonian of the function (8.18) is M 
(4.5). Then each sector of the Hilbert subspace, which we 
denote as I ), has to satisfy the equation 

ia,l ) = M I ). (8.30) 

We first deal with it in the Schrodinger representation, 
which we denote as I )Sch' Then I )Sch satisfies the Schro
dinger equation 

EI )Sch =MI )Sch' (8.31) 

The integrated Hamiltonian M consists ofS 2/ f and M (s) as is 
seen in (4.5). The f and M (s) are given in (4.3) and (4.4), and 
are functions ofs. thr~ghp. Now s is a function~f IS I 
through)he relation IS I = sf, and consequently Mis a func
tion of IS I only, as is mentioned previously in the beginning 
of this subse~tion. Finally, each section I )Sch in an eigen
function of IS I. The Hilbert subspace is then independent of 
the length r and depends on the angular variables in 7 space 
only. This situation arises because the xILaIL<p is not the zero 
mode and no quantum number appears in relation to r. 

To determine the Hilbert space explicitly, we first re
writeM asa functi~n of IS I. We denote the result asM(IS I)· 
Then we replace IS I by the operator (~a U(fXa)a )2)1/2. 
Then each sector I )Sch satisfies the differential equation 

EI ) =M((~!i(fXa)a)2)1/) )sch' (8.32) 

The solutions of this equation are eigenfunctions of the oper
ator (~a I i(fX ala J 2)112 and are the set of spherical harmon
ics denoted customarily as Y1•m • Each sector of the Hilbert 
subspace can be distinguished by two numbers I and m as 
II,m)sch' namely, 
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(8.33) 

Now we are ready to determine matrix representations 
R 0" and S. In fixing the Hilbert subspace (8.33), we have 
started from the function (8.18) instead of (3.2); that is, we 
have replaced 12 by zeros. Now the matrices R ° appearing in 
the function (3.2) can be written as products R o'R 0". The 
matrices R 0' in the subspace IK,l ) should be replaced by 
unities, as 12 vanish. The representations of tp, which we ob
tain in the Hilbert subspace I/,m) [(8.33)], are independent of 
12, and therefore are matrices R 0". In conclusion, the matrix 
representations R 0" and S are determined to be 

(/2m21R 0" a I/.md = f (12m21tpa (7)I/.m.)SCh dfl 

= f Y1,m, (OrifJr)tpa (7)Y1,m, (OrifJr)sin Or dOr difJr' (8.34) 

(/2m21Sa I/.m d = f (/2m21e - <p(rXal(r'IJ rill 

- rIJ1J rI') )e<P(rxall/.m. )dfl 

= f Yl,m,(OrifJr)e-<p(rxal(riIJrlll 

_ rJ1J )e<P(rxaly (0 A. ) 
"tIl 11m. r'f'r 

X sin Or dOr difJr' (8.35) 

With Sand R ° thus determined, the infinitesimal opera
tors (x{3Jy - xyJ{3) + iSa are conserved by the function 
(8.19), namely, 

[(x{3J y -x y J{3) + iSa, 

exp( - R °a(x{3Jy - x y J{3))p(x,y,z,s)] = O. (8.36) 

Here sis prop01ional to IS I ~ (S2x + S2y + S2z )·/2 and 
commutes with Sa' In factthe Sand R ° satisfy, by definition, 
following stronger relations, 

[x{3Jy - x yJ{3 + iSa, 

exp( - R ° a (X{3Jy - x yJ{3 ))X,,] = O. (8.37) 

This is because the exp( - tpa (x{3Jy - xyJ{3 ))x" are three 
coordinates relative to the axes (7(1), 7(2), r(31) fixed on the 
body, and therefore are not altered when the space (x, y, z) 
and the body are rotated simultaneously. 

The commutation relations between the matrices R ° a 
and the matrices Sa seem to be rather complicated. How
ever, there is one simple relationship between these two sets 
of matrices. In the Hilbert subspace introduced above, the 
commutation relation (8.29) can be expressed as 

(8.38) 

wherelRol =(R02x +R02y +R02
z )·/2.At,.eachmatrixele

ment, the vector R ° has some direction and S R is the compo
nent of the vector S along the direction of R 0. 

Now the vector S also has some direction at each matrix 
element. Then, from the relation (8.29) we can easily prove 
that the direction ofS coincides with the direction of R 0 •• 7 

Finally we obtain the relation 

(8.39) 

Now we transform these matrices (8.34) into the Hei
senberg representation. The integrated Hamiltonian of the 
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function (8.18) is M [(4.5)], and satisfies the canonical com
mutation relation 

(8.40) 

This commutation relation can be obtained from the 
"'-

relations (4.20) and (8.39). The vector R ° is parallel to S as 
mentioned previously, and therefore the following relations 
are valid [see (8.40)], 

"'- ° . [M,R a] = -ISa' (8.41) 

TheM [(4.5)] is the Hamiltonian (4.1) with vanishing 12, 
namely, the Hamiltonian in the approximation where the 
translational fluctuation energy is ignored (the energy due to 
rotational fluctuation is still included). Then Ra = R ° a 
+ Sat are Heisenberg representations of tpa(7), and there

fore are Heisenberg operators in this approximation, name
ly, 

(8.42) 
"'-

Now s is a function of IS I and vice versa, as is mentione~ 
previously. The I, which is a function of s, is a function of IS I. 
Consequently, each of Sa = Sail is a function of Sa's, 
namely, Sa = Fa (Sa's). Finally, from (8.42), we obtain the 
matrix representations of R as follows, 

(/zmzlRa I/.m.) = f (/zmzltpa(7)1l.m l )dfl 

= (8.34) + Fa((8.35)'s)Xt. (8.43) 

The Heisenberg representations of R ° a without ap
proximation can be obtained by transforming it by eiH1 in
stead of eiM1. First, 

(8.44) 

and, therefore, 

eiH1R °a e- iHI = R °a + (Sa 1(1 - QZ)I/Z)t. (8.45) 

Finally, by transforming the relations (8.36) and (8.37) 
into the ones in the approximate Heisenberg representation 
by the canonical transformation operator eiM1, we obtained 
the following conservation relations which we have been 
longing for: 

[(x{3Jy - xyJ{3) + iSa, 

exp( - (R ° + St)a (x{3Jy - xyJ{3 )),o(x,y,z,s)] = 0, (8.46) 

[(x{3Jy - xyJ{3) + !"Sa' 

exp( - (R ° + St la (X{3Jy - xyJ{3 ))x,,] = O. (8.47) 

Now we briefly deal with the representations in the to
tal Hilbert space. The sectors in this entire space are the 
products of IK,l ) and I/,m) Sch , and satisfy the following fun
damental equation of quantum mechanics, 

iJ,IK,l) I/,m)SCh = H IK,l) I/,m)SCh' (8.48) 
A 

In our representation S Z is diagonal and is I (I + 1), and 
therefore Eq. (8.48) becomes 

. 1(/ + 1)11 + M (I) 
IJ,IK,l) I/,m)SCh = . Z ./Z IKI) I/,m)Sch' 

(1- Q ) 
(8.49) 

Since I/,m) Sch are independent of time, the subsectors IK,l ) 
alone satisfy Eq. (8.49), as is mentioned in the beginning of 
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this Subsec. B. The representations of P, Q 0, and S in this 
entire Hilbert space, can be obtained by multiplying KJ1. and 
the matrices (8.15) and (8.35) by unit matrices either in IK,l) 
space or in I I,m ) space. The complete representations of R ° 
can be obtained by multiplying R 0, by R 0" [(8.34)], namely, 

(Kzlzm2lR °a IKl/imIl 

= f (1 1m2 I (K2Izl({Ja IKII I ) Illml)dfl d 3
S 

= (KzlziR O'a IKl /tl(/zm2lR 0" a Illmd. 

Here the matrices R 0, a are independent of a and are 

(8.50) 

(KzlzIRO'aIKli l ) = f(K2/211IKIII)d3S. (8.51) 

The presence of the factors R 0' in R ° does not alter the 
commutation relations between R ° and S. This is because the 
IK,l) [8.13)] depend onS throughS 2 and therefore commute 
with S. Consequently, all the relations from (8.39) till (8.45) 
are still valid for the full representations of R ° (namely 
R o'R 0"). 

Before we end the discussions on the R ° and S, we wish 
to make a remark on the intrinsic spin. The matrices R ° are 
not diagonal at all with respect to the quantum number [. 
Then the Hilbert space cannot be an irreducible one in con
nection with the intrinsic angular momenta S. Furthermore, 
the IR °1 and IS I satisfy the canonical ,£ommutation relation 
(8.39). Hence the Hilbert subspace for SandR 0" is necessar
ily a complete set of spherical harmonics and our fluctuating 
object (3.1) cannot have a definite intrinsic spin. 

Now we have prepared sufficiently to determine the re
presentations of mJ1." and NJ1.' The angular momenta maP 
consist of the orbi~l angular moment maP and the intrinsic 
angular momenta S. The time-spatial p~ts mOa should con
sist of smOa and the contribution from ~. Then relativistic 
center ofm)lss NJ1. also should consist of NJ1. and the contribu
tion from S.18 Hence, the matrix representations of these 
operators mpv an~ Np will be determined as we express them 
in terms of m pv' NJ1.' and S. We will do this in the following. 

From the assignment (]. 10) an~ the relations (7.3), we 
can rewrite Nil in terms of Nil and S as 

-" 

No = No, 
-" -" ( 1) [P xS ]py 

Na = Na + - 1 + (1- (2)1/2 p 2 ,(8.52) 

where P 2 = P 2 x + P \ + P 2 z' Inserting the expression 
(8.52) into mpv ' namely, (5.1) and (5.2), and using the expres
sions (7.7) and (7.8) for mJ1.V' we obtain the results 

mOa = moa - { - 1+ (1 _ ~2)1/2 } 

(1 - (2)1/2[Q XS] X py 
Q2 ' 

(8.53) 

"'- -" 
maP = maP + Sy' (8.54) 

These two relations are consistent with the expressions (7.5) 
and (7.6) for mllV ' "'-

Matrix representations of ~py and Sa are already ob
tained in (8.17) and (8.34). The Qa are diagonal and are 
KalKo [see (8.13)]. In the expressions (8.53) and (8.54), the 

2360 J. Math. Phys., Vol. 24, No.9, September 1983 

mpV are given in terms of the matrices mpy , Sa' and Qa' Thus 
the matrix representations of mpv are now determined. 

IX. LORENTZ COVARIANCE (2) 

In this section we will accomplish our ultimate purpose; 
that is to say, we will complete the proof of the Lorentz 
covariance of the solution (3.1). Everything undertaken so 
far was focused on this purpose. All the quantities appearing 
in the solution (3.1) are properly defined, and necessary for
mulas are fully derived already. Now all that remains is to 
combine these formulas in order to prove the covariance. 

We first note that N is a Lorentz vector and therefore 
NPap is covariant. Therefore it is sufficient if we prove the 
covariance of the function 

exp( - A a(taa + xaa,)) 

X exp( - (R ° + St)a (xpay - xyap ))P(x,y,z,s) 

= exp( - (R ° + ST)a(Xpay - Xyap))p(X,Y,Z,s) 

=p(X',Y',Z',s), 

where 

X" = exp( - A O(tao + xaa, ))xa 

and 

X'a = exp( -A O(taa +xaa,)) 

(9.1) 

(9.2) 

X exp( - (R ° + St)a (xpay - xyap ))x" 

= exp( - (R ° + ST)a(Xpay - X ya{3))Xa' (9.3) 

Since s is proportional toS and therefore commutes ~th Sa' 
it is sufficient if we prove the Lorentz covariance of X', 
namely, 19 

-" 

[(tax +xa,) +imox.x;,] =0. (9.4) 

We divide moo [(8.53)] into two parts, 

(9.5) 

where 
-" 

mi)l~ = moa = PoQoa (9.6) 

(9.7) 

The Q commute with m~l and therefore the Lorentz trans
formation properties of Q are determined by mbl~ only. Since 
the commutation relations between Q and m~~ are identical 
to ones in the case of a spherical object, the Lorentz transfor
mation properties of Q derived in Sec. V of the previous Ra
per I are also valid in the present case. !he same is true for Q 0 

(note that Q and Q 0 are written as - Q 0 and - Q 0 in I). As a 
result, the formulas for the infinitesimal transformation of 
X' derived in the previous paper [( 13.7) of I] are still valid 
here, namely, 

c[(xa, +tax)+im~;'xa] = [fl XXL" (9.8) 

where 

(1 _ Q 2) I /2 ( 1) . 
fl = . ) - 1 + . 2 1/2 [Q X e ]. 

Q- (I-Q) 
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The (J is an angular vector and is (E,O,O). The relations (9.8) 
can be rewritten as 

[(xa, + tax) + im~2'x,,] 
(1 _ Q 2) I 12 ( 1) 

= Q2 -1+(I_Q2)1/2 

X [Q x [X x a]]x" , 
where 

~ ~ a ~ a 
[X xa]a = X{3 ---.:--- - Xy --..-. 

axy aX{3 

Adding mg2 to m~~ in (9.9), we obtain the relation 

[(xa, + tax) + imox'x ~] 
(1 _ Q 2) 112 ( 1) = - 1 + --..------,-,-Q2 (I_Q2)1/2 

X![Q x [X Xa]] + i[Q XS]J 

(9.9) 

Xexp( - (R ° + ST)a(X{3ay - Xya(3))X,,' (9.10) 

However, this vanishes because of the conservation relation 
(8.47). Thus the covariance of X', namely (9.4), is now prov-
en. 

Now we will prove the rotational covariance of X', 
namely, 

[(xay -yax)+imxy'x~] =0. (9.11) 

We divide the mxy [(8.54)] into two parts, 

- (II + (21 (9 12) mxy - mxy mxy ' . 
(II-S" (21_" _[Q"o P] (913) m xy - z' m xy - m xy - X xy' . 

The operat,Qr xa y -;:: ya x + im~l simply rotates X and can be 
written as xay - Ya;, namely, 

2 A A A A 

[xay - yax + im~l,x,,] = [xay - ya;,x,,]. (9.14) 

Adding m~l to m~l in (9.14) we obtain the relation 

[ (xa y - ya x) + im Xy,X ~ ] 
= [Xay - ya; + Sz' 

exp( - (R ° + ST)a(X{3ay - Xya(3))X,,]' (9.15) 

This vanishes because of the conservation relation (8.47). 
The proof of the Lorentz covariance of the extended object, 
including spatial rotation, is now accomplished. 

X. POINCARE COVARIANCE 

It still remains to prove the Poincare covariance of the 
solution l/J [(3.1)], namely, 

[al' +iPI',l/J] =0. (10.1) 

The l/J can be expressed as a function of Qa' Qa' and R a , 

apart from the coordinates x, y, and z. The commutation 
relations between PI' and Qa' and also between Po and R 0 a' 

are known already [see (8.44)]. The commutation relations 
between P a and Ra can be obtained from the relations (8.41); 
that is, 

[Pa ,R{3] = [Pa ,R°{3] = -iQpSa/ (I-Q2)1f2.(1O.2) 

Then we can confirm relations (10.1) by calculating [PI" l/J ] 
by using these commutation relations. However, there is an
other way of explaining clearly how our solution (3.1) is 
Poincare covariant. 
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The solution l/J [(3.1)] depends on t only through the 
operators Qa = QOa + Qt and R °a + Sa T = R °a 
+ Sa! t - (Q,x)J/(1 - Q2)1/2. When one transforms the so

lution l/J into the Schrodinger representation, denoted as 
l/Jsch' the operators Qa and R ° a + SaT are transformed into 
QOa and R °a - Sa (Q,x)/(1 - Q2)1/2, respectively [see 
(8.45)]. Then the l/Jsch is independent of t in agreement with 
the principle of quantum mechanics. Thus a,l/Jsch = O. 
Transforming it back to the Heisenberg representation, we 
obtain one of the four relations (10.1), namely, 
[a, - iH,l/J ] = O. 

In order to prove the rest of the relations (10.1), it is 
more convenient to use the expression (3.2) for l/J. Then l/J is a 
function of x a, R ° a + SaT, and s. When we transform l/J by 

ejpl"xp
, Xa and R °a + Sa T are reduced to QOa + Qa 

X( - 1 + 1(1 - Q2)II2)(Q.Q0)lQ2 andR °u. The l/J becomes 
independent of xI" in accordance with one of principles of 
the canonical formalism, namely,20 

The relations (10.1) result from Eqs. (10.3). 

XI. RELATIVISTIC CENTER OF MASS AND 
RELATIVISTIC DISPLACEMENT VECTOR 

(10.3) 

In the previous section VIII we have assigned the vari
able 5 appearing in the Hilbert space to be the center of the 
extended object. We will justify it in this section. At the same 
time we will make clear the definition of the three terms the 
center, the center of mass, and the relativistic displacement, 
often used in this paper. 

What one calls the classical point mechanics describes 
the movement of the point to which the mass of the object is 
attached. There the inner structure of the object is complete
ly ignored except the energy due to inner movements which 
is taken into account in the mass. In our theory of the ex
tended object, the C-number part of the Heisenberg field "', 
namely, the order parameter l/J (x), describes this inner struc
ture. Here the center of the object is placed at the origin. 
Now we leave out this restriction and introduce variables 5 
to denote the center of the object (later in this section these 5 
will be identified with 5 introduced previously in Sec. VIII). 
Then, instead of l/J (x), we will have a C-number solution of 
the Euler equation, which is a function ofxa - Sa' As a con
sequence, the Lagrangian integrated over space variables x is 
a function of t (note that dl/J Idt = tual/J la5a)' Now the 
movement of 5 can be described in Lagrange's form of equa
tions of motion 

!!.....!.....L +.!.....L = O. 
dt aqj aqj 

In our case we can choose 5 and t for q and q. Since our L is 
independent of 5, the Lagrange equations are reduced to 

:t :t L (t) = 0, 

and therefore t = O. The integrated Hamiltonian can be de
rived from the Lagrangian L (t ). Or, we may obtain it by first 
constructing the Hamiltonian density from the Lagrangian 
density and then integrating it [then we find that the Hamil-

M. Umezawa 2361 



                                                                                                                                    

tonian is also a function of t only, namely H = H (t)]. Then 
the movement of the center 5 can be described in Hamilton's 
form of equations of motion. Now we can quantize the varia
bles 5 and t. Namely, we transpose these Hamiltonian equa
tions into matrix equations and at the same time construct 
the Schr6dinger equation by introducing a Hilbert space. 
Then it is one of our purposes in this section to show that this 
Hilbert space is indeed identical to the one introduced pre
viously in Sec. VIII. 

We first deal with the spherical object. The C-number 
part of the Heisenberg field in the tree approximation, name
ly ¢ (x) [(2.6) in I], satisfies the Euler equation and is indepen
dent of time. Its center is placed at the origin. Then the static 
spherical object with center at 5 ° = (SOx,S ° y' 5 ° z) can be 
represented by the solution ¢ (x - 5°) of the Euler equation. 
When moving with the constant velocity t, the object will be 
described by the function ¢ (x'), where 

X~=Xa-50a+ta( -1+(1_~2)1/2) 
(t·x - 5°) tat 
X-~- (l_t2)112 (11.1) 

The x~ given above are obtained from Xa - 5 ° a by a Lor
entz transformation, and therefore ¢ (x') satisfies the Euler 
equation. In the classical mechanics of the point particle, the 
space coordinates are the variables depending on time and 
themselves satisfy the Lagrangian equation of motion. Then, 
in order to describe the uniform motion of the center of mass 
by the point mechanics, we rewrite x' [( 11.1)] as 

x' = xa - Sa + ta 
X (- 1 + 1/(1- t2)1I2) t(x - 5)1t 2, (11.2) 

where Sa are 5 ° a + tat and satisfy the Lagrangian equation 
of motion, namely t = O. The x~ [( 11.2)] are identical to X' 
given in (2.10) of I if we replace Qa in X ~ by Sa . 

The energy and momenta of the classical object moving 
with velocity tare 

H(t)=MI(I-t 2 )1/2, Pa (t)=ta M I(I-t 2 )1I2. 
(11.3) 

They satisfy the relation H (t )2 = M 2 + P (t )2. The method 
for quantizing the variables 5by using these four-momenta is 
familiar to everyone and can be seen, for example, in Ref. 14. 
We will not repeat it here. The Schr6dinger functions, which 
we denote as I ), have to satisfy following equations accord
ing to the general principles of quantum mechanics: 

i~=PI"I ), as I" (11.4) 

where PI" are the matrix representation of PI" (t) [( 11.3)]. 
These equations are identical to Eq. (8.2) since PI" used in 
Sec. VIII also satisfies the relation H2 = M2 + p2. As a re
sult the I ) and 5 in this section are identical to the IK ) and 5 
introduced in Sec. VIII. 

The Pa [(11.3)] can be obtained from Pa [(4.13)] by re
placing - Qa by t. Consequently, the matrix representa
tions constructed for Po [(4.13)] in Sec. VIII, can be obtained 
by multiplying the matrices Po obtained in this section by a 
factor - 1 [in other words, the ka in (8.2) have opposite 

2362 J. Math. Phys., Vol. 24, No.9, September 1983 

signs to the ka appearing in (11.4)]. The same is true for the 
case of the deformed object, as will be explained at the end of 
this section. 

Before we start to deal with the deformed object, we 
need to explain the precise meaning of the center of mass and 
the relativistic displacement. We first consider them in clas
sical mechanics. 

The relativistic definition of the center of mass was giv
en by Pryce and M011er in about 1948.21 It is 

PVmvl" PI"Pvmva PII X =--- +-t. (11.5) 
I" m2 m2po pO 

Here we have used Pryce's notation as it is, except the sign of 
the metric tensor. The XI' given above transform like four 
components of a Lorentz vector, as is mentioned by Pryce. 12 

We then divide XI' into two parts, 

XI" = nl" + (PI" IP O)(t - no) 

( 11.6) 

where 

nil = PVm"l"lm2 (11.7) 

and vI' = PI'IH. The n is evidently a Lorentz vector. The 
vI" (t - no) in spite of its appearance is a vector. We can con
firm this easily if we take into account the fact that the fourth 
component of XI' is t. We will call n the relativistic displace
ment for the following reason. The n becomes independent 
of t and coincides with the center of the object, when the 
velocity vanishes, namely PalH = 0 (or simply Po = 0). 
Then, the vector n indicates how much the center of the 
object is displaced from the origin. When the object is mov
ing, the n signifies how far the trajectory of the center of mass 
deviates from the origin. 

In case of our classical spherical object ¢ (x') with x' 
given in (11.2), the angular momenta ml"" = S(xl" Tov 
- Xv TOI") d 3X consist of the orbital angular momenta only. 

As a result, the center of mass defined by (11.5) coincides 
with the center. Here the center means the set of mean values 
of the coordinates weighted by the density, instead of by the 
energy. When the object is not spherical, but does not rotate 
around its center, the center of mass still coincides with the 
center. However, this is no longer the case when the de
formed object rotates. 

Now we briefly deal with the deformed object. We start 
from the function describing the rotating deformed object 
whose center stays at the origin, 

¢ (x,ip O,,p) = exp( - (ip ~ + ,pat )(xt1ay 

- x y at1 ))p(x,y,z, l,pl)· ( 11.8) 

The ip~ determine the orientation of the deformed object, 
and,po; express three components of the angular velocity. 
Then we displace the center by do at t = do, and replace XII 

by xI" -dl" =xl",namely, 

¢ (x,ip,,p) = exp( - (ip ~ -,p) )(Xt1ay 

- Xy at1 )),O(x,y,z, l,p I). (11.9) 

Then we accelerate the object and replace xI" by the X;,' 

x~ =Xa -do +to( -1 + (l_t)1/2 ) 
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(11.10) 

When the velocity t is parallel to the spatial vector d = (d x' 

dy , dz ), the trajectory of the center of the object passes 
through the origin. Let us introduce a Lorentz vector 
7 = (7x, 7y, 7z, 7 0 ), where 

7a =t"/(I-t2)1/2, 70= 1/(I-t2)1/2. (11.11) 

When the vector 7 is parallel to the Lorentz vector d = (dx , 

dy, dz' do), the center of the object passes the origin at t = O. 
The x~ become independent of dl-" namely, 

x~ = x" + ta ( - 1 + (1 _ t 2)1/2 ) 

t·X tat X - - ----.,.--,-
t2 (1 - t2)1/2' 

- t - t·x 
t'=(I_t 2)II2+ q, (11.12) 

where q = dl-'7
W 

In the other extreme case, namely, when 7 is perpendi
cular to d, the velocity t becomes perpendicular to the spa
tial vector (dx, dy' dz) in the nonrelativistic limit. Then the 
Lorentz vector d = (dx' dy' dz' do) signifies, in a relativistic 
manner, how far the trajectory of the center of the object 
deviates from the origin. The t ' becomes independent of d 1-" 

and 

, t-tx 
t =(I_t2)I!2' (11.13) 

where 

l1a = da + taft - do)· (11.14) 

The dl-' are purely geometrical quantities. In spite of this 
we can express them in terms offour momenta PI-' and rela
tivistic angular momenta ml-'v of the object ifJ (x', rp 0, ¢). We 
first construct PI-' and ml-'Y of ifJ through the energy-momen
tu~ tensors TI-'Y' Then we find that PI-' and m,uy are functions 
of 5a' ¢a' and dl-" Th~n by reversing the functional relation
ship, we can express 5a' ¢a' and dl-' as functions of PI-' and 
ml-'Y' Finally, we find that 

v ......... A 2 (1 dl-' = (P myl-' + qMPI-')lM , 1.15) 

where 

M=¢2/+M(I¢I). 

These expressions are entirely parallel to the expression (6.3) 
for the quantum operators NI-" When the vector d is perpen
dicular to 7, d,u become 

v A 2 
dl-' =P mYI-'IM. (11.16) 

Therefore the d is the relativistic displacement vector n de
fined by (11.7). Correspondingly the 11 [( 11.14)] is Pryce's 
center of mass (11.6). In the following we assume that 7 is 
perpendicular to d, unless otherwise noted. 

The angular momentum consists of the orbital and the 
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intrinsic angular momenta, which we denote as mor and mint. 
Correspondingly we can divide dl-' into two parts in a relativ
istic manner, 

d = dor + dint 
I-' I' I-' ' 

(11.17) 

where 

dor = PYmor 1M2 
I-' YI-' (IUS) 

and 

(11.19) 

In the same way we divide 111-' [(11.14)] into two parts, 

111-'=51-'+;1" (11.20) 

where 

f;- f:o+f:.t with f:o=dor_f:.dor ':>1' = ':> I' ':>1-' ':> I-' I' ':>1' 0 (11.21) 

and 

r = dint _ i- dint (11.22) ':>1' I' ':>1-' 0 . 
Here the 110 an 50 are defined as t. The 51' [(11.21)] represent 
the center of the object (not the center of mass), since mor in 
d or [(IUS)] represents orbital angular momentum only. 

We treat, as a matter offact, t,u and ¢a as two sets ~f 
independent variables. The 11 .... and;,u depend on both of 51' 
and ¢a' The 51" depend upon 51' only and are independent o~ 
¢a' Therefore we will ad?pt 51' as the variable conjugate to 5 
when we later quantize 5. In other words the 51' defined 
above in (11.21) will be identified as the 51' introduced in Sec. 
VIII in order to construct the Hilbert subspace for PI' . 

Now we rapidly go through the quantization of the ob
jectifJ (x',rp O,¢), wherei' aregivenin(11.13). Theenergyan~ 
momenta of the classical object ifJ moving with the velocity 5 
and rotating with the angular velocity ¢ are 

H(t,¢) = (¢ 2/ + M(I¢ 1))/(1 - t2)1/2, 

Part,¢) = t,,(¢ 2/ + M(I¢ 1))/(1 - t2)II2. (11.23) 

Then the Schrodinger equation constructed out of this Ha
miltonian H (t,¢) becomes identical to Eq. (S.4S). It means 
that Sand - Q are the matrix representations of ¢ and t.22 
Now we choose the variables (11.21) as canonical conjugates 
of P a (t,¢ ) [( 11.23 )], as we have just mentioned. Then we can 

easily identify N,u, Q 0", N,u' and Q 0 a as the matrix represen
tations of n~r, 5 ~, n,u and 11~ = 11" - ta t. In conclusion, by 
quantizing the classical deformed object ifJ (x', rp 0, ¢ ), we ob
tain the vacuum value of the Heisenberg field t/J in the tree 
approximation. At the same time we confirm that the varia
bles (11.21) are indeed identical to the 51' introduced in Sec. 
VIII B. Further, the usage of the term "relativistic displace
ment operators" for N,u, is now justified, since nl' signify the 
displacement of the center of mass. Throughout the discus
sion given above, we did not mention the quantization of the 
variables rpo and ¢' since it is already done in Sec. VIII. 

In the case when T is not perpendicular to d, the matrix 
representation of dl' becomes NI-' given by (6.3). Therefore, 
when we quantize the classical object moving along an arbi
trarydirection [namelyifJ (x',rp o,¢ )withx' (11.10)] we obtain 
the function (3.1) with NI-' given by (6.3), instead of(6.S). The 
center of mass operators Qa are not altered. However, in the 
extreme case when 7 is parallel to d, the 5 ~ vanish as is seen 
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in (11.12). The quantization of such ¢ (x', fjJ 0, ljJ ) is not possi
ble. This is because such a solution ¢ does not contain suffi
cient variables to reproduce the Lorentz transformation. 

The solution ¢ (x', fjJ 0, ljJ ) with x' given in (11.13), is the 
one which contains necessary and sufficient variables only in 
order to reproduce the Lorentz transformation. 

XII. CONCLUSION 

Within the last few years, a number of classical static 
solutions have been obtained for various Lorentz invariant 
nonlinear equations. By solving these equations as Euler 
equations in quantum field theory, we obtain solutions 
which one calls extended objects. Its order parameters are 
the classical static solutions mentioned previously. How
ever, as is well known, the field theoretical solutions are not 
always stable because of the tunneling, even though the cor
responding classical solution is static. Best examples are ax
ially asymmetric solutions and have been discussed by many 
physicists in case of 1 + 1 dimensions, particularly by using 
¢ 4 model. In quantum field theory, the unstable solutions 
cannot satisfy the canonical commutation relation. Conse
quently, in order that the solutions of the Euler equations 
satisfy the canonical commutation relation, it is not suffi
cient that the corresponding classical solutions are static. 

To be precise, let us call only the solutions which satisfy 
the canonical commutation relation "Heisenberg field." 
Then it has been proven in this paper that there is a Lorentz 
covariant solution, namely a Heisenberg field, if the follow
ing conditions are satisfied. First, the order parameter ¢ (x) 
has to have a center and has to be either symmetrical or 
antisymmetrical for the simultaneous reflection of all space 
coordinates with respect to the center. Secondly, it has to be 
at an extremum. 

In such a solution, namely Heisenberg field, there ap
pear a certain number of classical quantum operators. In 
Sec. VIII we have given the Hilbert space for these quantum 
operators. 

Each sector of the Hilbert space is a plane wave asso
ciated with an intrinsic angular momentum. It obeys the free 
equation, namely, 

(al'al' + kf)ll,m) IK,l) = 0, 

where al' = a/as 1'. 

As a matter of fact, the sectors Il,m > IK,l > are the repre
sentations of the Lorentz group. However, they differ from 
the representations most commonly used in particle physics. 
The latter can be obtained from ours, namely, from 
Il,m> IK,l ), by boosting Il,m). We can easily und~rstand this 
fact by comparing ours with Weinberg's expressIOns for the 
wave functions with intrinsic spins (~I,V) (see Sec. VIII of 
Ref. 23). 

Before we end this paper, we wish to mention a few 
examples of phenomena in which we should find the effects 
of the quantum operators. First we mention that nuclei are 
deformed extended objects. The author proposed thej-j cou
pling shell model in 1952 and subsequently has suggested the 
pairing trend of nucleons in nuclei in 1955.24 In these two 
articles it has been shown that each nucleon is paired with 
another nucleon of the same kind in the ground state. One 
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year later in 1956 such a pairing property was also found for 
electrons in superconducting materials, Nowadays these 
phenomena of pairing are explained in terms of symmetry 
breaking. In other words, in the ground state of nuclei and in 
superconductors, the vacuum value of ifJifJ+ does not vanish. 
In the case of superconductors, it is a constant. In the case of 
nuclei, it is a local function of x, namely 

<lifJifJ+ I) = v(x,y,z), 

where v = Oat y> Yo, and Yo is the size of the nucleus. There
fore, in recent terminology, the nuclei are the extended ob
jects. Now certain nuclei are deformed as is well known. 
Then they are the deformed extended objects. 

The author wishes to add one further example; that is, 
an extremely deformed object called "string" in the particle 
physics. The Heisenberg fields for these two objects, namely 
nuclei and strings, are not real functions, and therefore their 
intrinsic angular m~enta may be more complicated repre
sentations than the S used in this paper. Then we may ob
serve the effect of somewhat more complicated fluctuation 
movement than what one can infer from this paper. 

In the case of the string, the values ofxaap - xpaa are 
far from vanishing. Since the total angular momentum xaap 
- xpaa + iMap has to vanish for the static string, the con

tributions of MaP are very important (by static, we mean that 
the order parameter is independent oftime). Now, at each 
experimental observation, only one of matrix elements of the 
intrinsic angular momenta, ignoring the quantum linear mo
menta, will be observed according to the law of quantum 
mechanics, and not the average of all the matrix elements. 
Then the static string may be observed as ifit is rotating (or 
spinning). 

IT. D. Lee and G. C. Wick. Phys. Rev. D 9. 2291 (1974). For other articles 
one may consult the following review articles: R. Rajaraman. Phys. Rep. 
21,227 (1975); J. L. Gervais and A. Neveu. Phys. Rep. 23.237 (1976); R. 
Jackiw. Rev. Mod. Phys. 49. 681 (1977); L. D. Faddeev and V. E. Korepm. 
Phys. Rep. 42. I (1978). 

2There are number of articles that appeared about 1975 or 1976. We may 
cite the following articles as two of the important ones: J. Goldstone and 
R. Jackiw, Phys. Rev. D 6,1486 (1975); J. L. Gervais and B. Sakita. Phys. 
Rev. D 11. 2943 (1975). 

'H Matsumoto N. J. Papastamatiou. H. Umezawa. and M. :Umezawa. 
., . 2 1/2 

Phys. Rev. D 23.1339 (1981). Ifwe use T= (t - Q.x)l(1 - Q) • one 
obtains for X a result which is clearly Lorentz covariant. 

4H. Matsumoto. G. Semenott. M. Umezawa. and H. Umezawa. J. Math. 
Phys. 21,1761 (1980). 

'M. Umezawa. Phys. Rev. D 24.1548 (1981). This article is referred to as I. 
Equations (3.2). (3.4). (10.3). (10.9). (10.10). and (10.13) of this article con
tain minor misprints. The correct ones are 

Pa = - (olI Tox 10). (3.2) 

Pa = OaR. (3.4) 

M(S) = ~fI (ax'/> )2dXdY= ~I2; (ax p)2dX' dY', (10.3) 
2 x 2 x 

8 f{ - +s2((xay - yax lo)2 + + I( d~ P r 
+ + m2p2 + V(P)}dX dy = O. (10.9) 

d I I (d )2 _+S2 :S I ((xay -yax lo)2dxdy + dS "2 I dx P 
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d . S is 
dS P= Q (1 - Q')'/' dS 

(10.10) 

(10.13) 

Also the tP appearing in between Eq. (10.10) and Eq. (10.13) should be re
placed by p. 

The note added in proof (b), is incorrect and in fact is not necessary. 
6J. L. Jacquot and M. Umezawa, J. Math. Phys. 23,1693 (1982). This work 
was accomplished by Jacquot and Umezawa independently, who both 
obtained the same results. They decided to publish their results together. 
The manuscript above was written principally by Jacquot. 

7In the case of the axial symmetric object, the I z vanishes, if its axis lies on 

the z direction. Then S, does not appear in m"v' Such m"v do not form a 
Lorentz group by themselves. However, m"v do form effectively a Lorentz 
group when they are applied on tP. As regards Hilbert space, only a part of 
the Hilbert space introduced in Sec. VIII of this paper, namely the sub
space with S, = 0, is sufficient [namely, i(fxa), of (8.27) is zero]. 

In order to give a relativistic appearance to m"v' however, it might be 
better to formulate the axial symmetric object by choosing the orientation 
such that none of the I vanishes. Then we only have to take care that the 
relation IS I = Is has ~~ significance when ~he direction of the vector S 
coincides with the axis of the object. All of S, I, and S vanish suddenly on 
this line. 

"In our case this constant vanishes, since we have assumed that tP (x) is 
symmetrical or antisymmetrical for the reflection with respect to the cen
ter of tP (x), namely, the origin of the coordinates. 

"The Sand Ware related to each other by the relations 

~ (.( I) (I - Q')'12 Va) 
S" = exp { - J + II _ Q')If' Q' Po ' 
W = ex - { - I . . - . ( 

.( I) (1 - Q'I'/2 Vo ) 
"p + (I_Q')I1' Q' Po 

Consequently, the operators 

( 
.( I) (I - Q ') II Z Vo ) 

exp -{ -I + (I_Q')'12 Q' Po' 
~ (.( I) (l - Q'I'/2 Vo ) 
Q"exp 1 - I + (I _ Q')':' Q' Po 

commute with w" [see relation 16.11)]. 
lOThe coordinates X [(8.5) of I] are not influenced by the factor a since N" 

- Q"N" are independent of a. How~ver, the coordiante T [(S.6) of I] 
depends upon a and becgmes T - aM. Therefore the solution (3.1) is re
duced to tP (x, y, Z, t - aM, R ", S) when Qa vanishes. 

"A. D. Fokker, Relativitatslheorie (Noordhoff, Groningen, Holland, 1929). 
12M. H. L. Pryce, Proc. R. Soc. London, Ser. A 195, 62 (194S); C. M011er, 

Communication of the Dublin Institute for Advanced Studies, Series A, 
No.5 (1949). 

"Two vectors Sand S have a common direction, namely, the axis of the 
rotation. The S is the angular momentum vector and its length IS I is 
independent of the orientation of the axis of rotation. In contras~ with this, 
the S represents angular velocity and its length s is related to IS I by the 
relation IS i = sI. The inertia I depends on the orientation of the axis of 
rotation. Therefore the length s also depends on the orientation of the axis 
of rotation. As a result, the length s in pix, y, z, s) indicates already along 
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what direction p rotates. 
"P. A. M. Dirac, Quantum Mechanics, 4th ed. (Oxford U. P., Oxford, 

England, 1955), p. lIS. 
"In the case of the extended object in 1 + 1 dimensions, this form of the 

Hilbert space was once used by J. Goldstone and R. Jackiw (see Ref. 2). 
'orhe expression (4.3) ofl can be rewritten as IHa/ap" and is of the Heisen

berg representation. See T. D. Newton and E. P. Wigner, Rev. Mod. Phys. 
21, 400 (1949). A 

L7We will show that the vectors Rand S have the same direction at each 
matrix element, unless one of them vanishes. To do this it is sufficient if we 
prove this for the case when I = I'. Let us transform the representation 
I/,m)Sch into I/,m):ch in which i(fXa)", [(S.28)] is diagonal; that is to say, 

i(fXa)" I/,m):ch = ml/,m)~h' 

Then, from the canonical relation (S.29) we can easily prove that the matrix 
elementsS·(lm'II'P 11/,m)· dflvanishunlessm = m'.Theothertwocom
ponents ofS, namely, the ones orthogonal to the direction of'P vanish when 
m = m'. Thusonly the component(f X a)", isnonzeroatm = m',andthere-

~ 0 
fore S is "parallel to R . 

'"The set N = (N", N x' Ny, N,) is a relativistic vector. It expresses how far 
the trajectory of the center ofthe object (the center ofthe density) deviates 
from the origin. It is the relativistic displacement operator of the center of 
the object, while the vecto~N [(6.8)] is the relativistic displacement opera
tor of the center of mass. N differs from N because the energy density 
becomes asymmetric with respect to the trajectory of the center on ac
count of the interference between the uniform translational motion and 
the intrinsic rotational motion. 

'''Thesis related to IS I thrStughtherelation IS 1= SI, whereJisafunctionof 
s. Thens is a function of IS I and therefore commutes with IS I. The fact that 
I, namely the moment of inertia, is a function ofs = (:LaS'o )'/' and not a 
function oftheSQ themselves, can be explained as follows. When we rotate 

the object (S.IS) by one of the Sa' the intrinsic angular momenta of the 
object, namely the Sa themselves, are also rotated. The Sand S have the 

same direction and therefore S is also rotated. Finally, since the object and 
S are both rotated, the moment of inertia along the direction of S is not 
altered. That is to say, I commutes with Sa. Thus lis a function ofs only. 

'oW. Heisenberg and W. Pauli, Z. Phys. 47, lSI (I92S). In particular see 
relation (25). 

"Pryce gave expressions (11.5) for the composite system of free particles. I 
believe, however, that these expressions are accepted for any system now
adays. 

22The Hamiltonian (11.21) determines the total sectors IK,l,m). However, 
there remains infinitely many ways of writing each IK,l,m) as a product of 
two subsectors. In Sec. VIII, we have adopted IK,I) [(S.13)] and I/,m)s,h 
[(S.33)] as these two subsectors by choosing I/,m) to be independent of 
time. Then, for example, we may transform these IK,I) and I/,m)Sch into 
another set IK,I,w) and I/,m,w), where IK,l,w) = e,wTIK,I) and 
I I,m,w) = e - '""I I,m ). Here w is an arbitrary function of K and I. The total 
sectors I K,I,m) are not altered by this transformation. The operators PI" 

Qa' and Sa are still the matrix representations oua/aS'" ta' and tPa' If 
one chooses the following particular value for w, 

w=(M(O)- 1/(/+ 1)+M(I)I)/(I_Q')f/2, 

the IK,I,w) obey the equation which is independent of I, that is, 

- ia,!K,l,w) = (M(O)!(I - Q')f/Z)IK,I,w). 

Then IK,I,w) are independent of I, and are therefore equal to IK,O,w). 
"Steven Weinberg, Phys. Rev. 133, B131S (1964). 
24Minoru Umezawa, Prog. Theor. Phys. 8, 509 (1952) and Proc. R. Soc. 

London, Ser. A 232, SS (1955). 
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The Kepler problem for the Klein-Gordon type wave equation 

! "11"11 + m 2 + ieuo(1F + tB) J¢ = 0, 

investigated earlier [J. Math. Phys. 23, 1179 (1982)] and proven to be equivalent to the conventional 
Dirac equation, is discussed. In this equation ¢ is a 2X 1 Pauli spin or and O"a' a = 1,2,3, are the 
usual 2 X 2 Pauli spin matrices. Quite simple expressions for the bound state Coulomb wavefunc
tions and for the Coulomb Green's function are obtained by exploiting the concept of "coupling 
constant eigenfunction." To facilitate the direct use ofthese simple expressions in Coulomb calcula
tions, a stationary state perturbation theory appropriate for the Klein-Gordon type wave equation 
itself is described. 

PACS numbers: 11.10.Qr 

10 INTRODUCTION 

We will here investigate the quantum mechanical 
Kepler problem for the Klein-Gordon type equation 

["11"11 + m 2 + ieuo(1F + iB)]¢ = 0, 

"11 = - iJI1 - eAI1 , 

(1.1) 

considered previously. 1 In this equation ¢ is a 2 X 1 Pauli 
spinor, and O"a, a = 1,2,3, are the usual2X2 Pauli spin ma
trices. It has been shown in Ref. 1 that Eq. (1.1), equipped 
with the inner product 

(¢b;¢a)=J d3r~)j4¢a' (1.2) 

provides a description of a charged spin-~ particle which is 
entirely equivalent to the conventional Dirac equation. The 
"dual" wavefunction appearing in the inner product (1.2) is 
analogous to the Dirac fi; = 1ptY4 and is defined as2 

~ =¢ tTl1lll112m2, 
(1.3) 

Ta=O"a, a = 1,2,3, T4=i. 

It has been shown in Ref. 1 that the structure ~b¢a is invar
iant under a proper Lorentz transformation. 

Interest in Eq. (1.1) stems from the fact, proven in Ref. 1 , 
that Feynman rules for Eq. (1.1) are just the rules of scalar 
electrodynamics aside from the replacement of the factor 
- ie( Pill + Pill) for the one-photon vertex of ordinary scalar 

electrodynamics by the new factor 

- ie [p Iv (1 + iO")vl1 + (1 + iO")l1vP iv ] 

for the one-photon vertex associated with Eq. (1.1). Here 
(l)l1 v =8I1v is the metric tensor in Minkowski space, and O"I1 V 

is the self-dual spin tensor 

° 0"3 -0"2 

-0"3 ° 0"1 

O"I1V = 0"2 . - 0"1 ° (1.4) 

-0"1 -0"2 - 0"3 ° 

made up of the Pauli matrices. Scalar and spinor electrody
namics can thus be treated in a unified fashion. 3 Because of 
the small dimension of the matrices involved, this new "sca
lar formalism" for spin-~ particles may prove to be quite 
convenient for applications. A program of calculations of 
radiative corrections in quantum electrodynamics is 
planned in which the new scalar formalism will be used. The 
material on the quantum mechanical Kepler problem re
ported here is a result of a preliminary step in this program of 
calculations. 

The Coulomb problem of the conventional Dirac equa
tion is already familiar from many earlier treatments.4 Ac
cordingly, our report can be brief as regards most of the 
familiar algebra of Laguerre polynomials, etc. The new 
Kepler problem contained in Eq. (1.1) has much to recom
mend it. The expressions for the Coulomb wavefunctions 
and for the Coulomb Green's function of the new wave equa
tion have relatively simple, compact structures. It is expect
ed that these relatively simple expressions will facilitate effi
cient calculations involving the relativistic Coulomb 
problem. 

In Sec. II the concept of "coupling constant eigenfunc
tion" is considered. Through the use of this concept it is 
possible to write down an eigenfunction expansion, Eq. 
(2.19), of the relativistic Coulomb Green's function in whch 
only a discrete sum of states appears. Such a discrete expan
sion for the nonrelativistic Coulomb Green's function has 
been known for some time. The momentum space form of 
such an expansion was obtained by Schwinger,S who exploit
ed the 0(4) invariance of the nonrelativistic Kepler problem. 
The coordinate space analog of Schwinger's nonrelativistic 
result was discussed by Hostler, who used the coupling con
stant eigenfunction concept. 6 That this coupling constant 
eigenfunction concept could yield a discrete expansion also 
in the relativistic Kepler problem does not seem to have been 
exploited previously. The new expansion, Eq.(2.19), is ex
pected to be quite useful for applications. 

Conventional "frequency eigenfunctions" are investi
gated next (Sec. III). These are found to form an overcom-
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plete set of states when regarded as a basis for expansion of 
functions, such as the Coulomb Green's function, which are 
independent of time. This phenomenon is characteristic of 
Klein-Gordon type wave equations and has been encoun
tered before.7 After a digression investigating the analogues 
of orthogonality and completeness relations for the over
complete set of states, we arrive at the expected form, Eq. 
(3.9), ofthe stationary state eigenfunction expansion of the 
relativistic Coulomb Green's function. 

A brief account of stationary state perturbation theory 
for Eq. (1.1) is included for completeness sake (Sec. IV). This 
perturbation theory is quite different from the usual Ray
leigh-Schr6dinger perturbation theory. The method used is 
a form of the contour integration approach of Kato;8 as ex
tended earlier for application to the Bethe-Salpeter equa
tion.9 The concept of "reduced Green's function," intro
duced earlier in a different context, 10 is found to have a 
useful organizing effect here as well. The relevant part of this 
material needed to do stationary state perturbation theory is 
summarized in a notation tailored to the specific equation of 
interest, our Eq' (Ll). 

II. COUPLING CONSTANT EIGENFUNCTION 
EXPANSION 

When Eq. (1.1) is written out in full for the special case 
of an external Coulomb potential, V = - 'lair, we find: 

O<p = 0, 

0= _ V2 + r/ _ 2~a _ 6-
2 
+~6-err 

1/=(m2 _ E 2)1/ 2 • 

(2.1) 

For the physical situation of interest we have the relations 
a = 6- = 'la. However, in this section we shall treat a some
what generalized Kepler problem in which a and 6- are two 
independent coupling constants. 

Using techniques familiar from the solution of the con
ventional Dirac equation,4 we can rewrite 0 in the form 

1 a r a 2 2Ea K 2 - K - 6-2 
- i6-err 

o = -? ar ar + 1/ - -r- + r 

K=erL + 1. 

(2.2) 

(2.3) 

The operator K is self-adjoint and obeys the anticommuta
tion relation 

errK + Kerr = O. (2.4) 

The eigenfunctions of K, YIJM(r) are the simultaneous eigen
functions of s·s, L·L, J.J, and Jz. 11 Next we introduce an 
operator S analogous to an operator of Biedenharn 12 and 
Martin and Glauber l3 introduced in connection with the 
conventional Dirac equation. The definition is 

S =cosh(!l~) + ierr sinh(!(;I), (2.5) 

(;I-tanh -1(6-/ K). (2.6) 

Note that (;I is self-adjoint, and that e is diagonal in the same 
representation, with eigenfunctions YIJM(r), as K. Also, by 
virtue of Eq. (2.4), err anticommutes with any odd function 
of e and commutes with any even function of e. By means of 
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a similarity transformation employing the operator S, 0 can 
be written in terms of a self-adjoint operator which is again 
diagonal in the same representation as K: 

o = S [ - ~ i. r i. + 1/2 _ 2Ea -
r ar ar r 

1-(2r+lf]s~1 
4r ' 

(2.7) 

(2.8) 

E(K) = + 1, K>O, E(K) = - 1, K <0. 

The self-adjoint operator r is diagonal in the representation 
YIJM and has eigenvalues r = [(I + 1)2 - 6-2

] 1 /2 - 1 for 
I = J - ! and r = [/2 - 6-2

) I /2 for I = J + !. Equation (2.1) 
now takes the form 

( _ ~ i. r i. + 1/2 _ 2Ea _ 1 - (2r + 1)2) S -Irp = O. 
r ar ar r 4r 

(2.9) 

It is at this point that the concept of "coupling constant 
eigenfunction" comes in. Equation (2.9) can be rearranged to 
make it look like an eigenvalue equation for a: 

ArpA=a<pA' (2.10) 

(2.11) 

and 

_ ( r )112 A- -
2E 

( 
1 a a 2 1 - (2r + 1)2)( r )112 

X ---r-+1/ - - . 
r ar ar 4r 2E 

(2.12) 

For a preassigned real energy E the operator A will be a self
adjoint operator, diagonal in the representation YIJM(r), 
whose eigenfunctions form a complete orthonormal set. 
When E is restricted to the range 0 < E < m, this set is a 
discrete set. We thus obtain a discrete orthonormal basis of 
Coulomb functions. Aside from the operator factor 
r- I

/
2S -I ofEq. (2.11), these Coulomb functions have the 

physical intepretation of the stationary state wavefunctions, 
which for suitable values of a (the eigenvalues of A ) would 
belong to the given energy E. To solve the eigenvalue prob
lem (2.10) is a standard exercise in quantum mechanics. The 
resulting eigenfunctions and eigenvalues are l4 

<PAnIJM = (21/)3/2[(n - 1)!/(n + 2r)!11/2(21/r)Y~ 112 

(2.13) 

a=(r+n)1//E, n=I,2,3, .. ·,0<E<m. (2.14) 

The normalization is 

f d3rrp~B<pAA =OB.A' (2.15) 

where B and A each refer to a particular set of values for the 
quantum numbers nIJM. In Eqs. (2.13) and (2.14) we have 
used the same symbol r to denote the eigenvalue as we had 
earlier [Eq. (2.8)] used to denote the operator. Note that our 
quantum number n runsovertherangen = 1,2,3, ... indepen
dently of the quantum number I. 
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The utility of the discrete basis (2.13) is illustrated by the 
following application to the Coulomb Green's function. The 
Green's function associated with Eq. (2.1) may be defined 
through the abstract operator statement 

rr- -1/0 (2.16) 

where we assume for the moment that 0 < E < m. Referring 
to Eqs. (2.7) and (2.12), we can write 

_ (,)112 -1 (,)112_1 rr-S - -- - S . 
2E A-a 2E 

(2.17) 

A discrete expansion is obtained by inserting a complete set 
of eigenstates of A in Eq. (2.17): 

rr = IS(-' )1/2 -lrPAA)(rPAA I (~)1I2 S-I. 
A 2E (r+n)1]/E-a 2E 

The coordinate space Coulomb Green's function 

rr(rz,rl,E )-(rzlrrlr l ) 

can be read off from Eq. (2.18): 

TZrPAnlJM(r2)rP tAnlJM(rl)TI 

(y + n)1]/E - a 

(2.18) 

(..!:L)I12 
2E ' 

(2.19) 

(2.20) 

We adopt the convention that () shall signify the operator 
when it appears in S, but the eigenvalue with it appears in 
T.15 Although Eq. (2.19) has been proven only for E in the 
restricted range 0 < E < m; this restriction can be lifted by 
use of the theory of analytic continuation. 

Equation (2.19) is the discrete expansion of the relativis
tic Coulomb Green's function referred to in the Introduc
tion. Its compactness and relative simplicity should make 
possible relatively efficient calculations in applications in
volving the relativistic Coulomb Green's function. By sub
stituting Eq. (2.19) in Eq. (2.41) of Ref. 1, a corresponding 
result for the usual Dirac Coulomb Green's function will be 
obtained. However, it is expected that, in order to fully ex
ploit the simple form of the new representation, one should 
work entirely within the framework of the Klein-Gordon 
type wave equation (1.1) itself. 

For completeness we record here the partial wave ex
pansion 

rr(rz,rl,E) = I TzYlJM(I\)YiJM(rIlTI 
lJM 

X(-21])(p>p<)-lr(r+ 1-Ea/1]) 

X W Ea/'I.Y + 1!2 (P > )1 Ea/'I.r + 1I2 (P < ), (2.21) 

p> = 211' >' P < = 21]' <' , > = max('z"I), 

, < = min('z"d, 

of the relativistic Coulomb Green's function. The factors 
TZ•I here are as defined by Eq. (2.20). The functions Wand 
1 are the irregular and regular solutions, respectively, of 
Whittaker's equation. 16 The derivation ofEq. (2.21) involves 
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solving the partial wave radial Green's function equation in a 
standard way. 

III. FREQUENCY EIGENFUNCTION EXPANSION 
A. General formalism 

In order to do physics, we must eventually make con
tact with the usual stationary state wavefunctions, referred 
to here as "frequency eigenfunctions." We therefore return 
to the customary point of view in which the strength of the 
coupling to the external potential is given, and the energy E 
is a parameter ("eigenvalue") to be determined. For purposes 
of this subsection we can just as well treat an arbitrary static 
field. 

We shall write the frequency eigenfunctions obeying 
Eq. (1.1) in the form t/!A = rP A exp( - i€AEA t) explicitly exhi
biting the time dependence of the state t/!A' The subscript A 
represents a collection of quantum numbers, such as the set 
nlJM of Sec. II. We assume E A > O. The sign of the energy is 
indicated explicitly through the factor €A - ± 1. The sta
tionary state wavefunctions are assumed to be normalized 
according to 

(3.1) 

The inner product is here the inner product ofEq. (1.2). Be
cause of current conservation, the left-hand side ofEq. (3.1) 
is independent of the time at which the inner product is 
formed. 

We would like to use the stationary state wavefunctions 
to expand the Green's function rr(rz, rl,E). We here encoun
ter a problem characteristic of Klein-Gordon type equa
tions. 7 A completeness relation for the time-independent 
functions rP A must be sought in the expansion theorem 

(3.2) 

expressing an arbitrary time-dependent solution of the wave 
equation as a linear superposition of the full time-dependent 
frequency eigenfunctions t/! A' To obtain the completeness 
relation for the functions rP A' we start by expressing the ex
pansion coefficients in Eq. (3.2) in terms off By use of the 
orthogonality relation (3.1), we find CA = iId 3, ¢AllJ, Now 
we substitute this expression for CA back in Eq. (3.2) and set 
t = 0 throughout. The result is the identity 

f(rz,O) = f d 3
'1 ~ rPA (2)¢A (1)[ - €AEA + 2eV(I)] f(rl,O) 

-i f d 3
'1 ~rPA(2)¢A(I)i(rl'O). (3.3) 

In this equation the time-independent object ¢ A is interpret
ed in conformity with Eq. (1.3): 

¢A=rP ~ [ - €AEA + eV + 0'"( - Iv - eA)]/2m2. 

For a general solution of a second order wave equation 
f(r,O) andi(r,O) can be specified quiteindependently. In order 
for the identity (3.3) to remain truewhenf(rl,O) andi(rl,O) are 
independent functions, we must have the relation 

I rPA (2)¢A (1) = o. (3.4) 
A 
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fhis relation is designed to make thej(r 1,0) terms drop out of 
~. (3.3), as is required by the fact that we may set/(rl,O) = 0, 
Nhilej(r»O) remains arbitrary. Returning to the case ofa 
~eneralf, we find that th~ identity (3.4) eliminates the poten
:ial terms as well as the/(rl,O) terms from Eq. (3.3). The 
resulting form ofEq. (3.3), which now involves only the arbi
trary function/(rl,O), is equivalent to the completeness rela
tion 

15 3(2,1)= - LtPA(2)¢A(1)f"AEA. (3.5) 
A 

Equations (3.4) and (3.5) express the fact, mentioned in the 
Introduction, that the stationary state wavefunctions 1,6 A 

form an overcomplete set. Equation (3.4) states that the tPA 
are linearly dependent, while Eq. (3.5) shows that they, nev
ertheless, form a complete set. 

We have now assembled all the tools needed to derive 
the frequency eigenfunction expansion of the Green's func
tion. The Green's function equation to be solved is 

[ - (E - e v2f + il2-il2 + m 2 + ieu 

-( if 2 + iB2lJ9'(2, I) = - 15 3(2,1). (3.6) 

We permit E to have any complex value not in the frequency 
eigenvalue spectrum of the system. This Green's function 
equation is used in conjunction with the equation 
- 2 ot-+- 2 
tPA (2) [ - (f"AEA - eV2) + n2-n2 + m 

+ ieu-(if 2 + iB2)] = 0 

of the dual state ¢ A to derive the identity 

f d 3r2¢A(2) 

(3.7) 

X (E - f"AEA)( - E - f"AEA + 2eV2)9'(2,1) = - ¢A (1). 
(3.8) 

The desired eigenfunction expansion is obtained from Eq. 
(3.8) by first dividing through by (E - f"AEA), then multiply
ing through by 1,6 A (3), and finally, performing a sum over 
states: 

9'(2,1) = - L tPA (2)¢A (l)1(E - f"AEA)' (3.9) 
A 

Note that both identities (3.4) and (3.5) are needed to obtain 
this result. In spite of this unusual mathematics, our final 
result, Eq. (3.9), has a familiar form. The frequency eigen
function expansion (3.9) will playa role in the stationary 
state perturbation theory to be presented in Sec. IV. 

B. Simultaneous parity and frequency eigenfunctions 

A parity operator 9 can be defined for our system 
through the equations 

91,6 = - 2m¢ t( - r,t) (3.10) 

and 

¢ FJ; = ( - l/2m)tP t( - r,t). (3.11) 

The spinors 91,6 and ¢ FJ; describe a new state of the system 
obtained by reflecting the given state through the origin. Ac
cordingly, 91,6 again obeys the wave equation (1.1), but this 
time with the reflected potentials: 9 V = V( - r,t) and 
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9 A = - A( - r,t). Equations (3.10) and (3.11) may be de
rived by a study of the reflection properties of Eq. (1.1). The 
phase in Eq. (3.10) has been chosen for compatibility with the 
corresponding formula 9 tP = Y4tP( - r,t) of the convention
al Dirac equation, to which our formalism is equivalent. 

It has already been recognized that, aside from the op
erator factor rl/2S of Eq. (2.11), the states 1,6 AA of Eq. (2.13) 
double as frequency eigenfunctions of our system. Except for 
the levels with n = 1 , I = J - !, however, the states in ques
tion, rl 12 StP AA , are not parity eigenfunctions. In general, in 
order to obtain simultaneous parity and frequency eigen
functions linear combinations of the degenerate levels 
r1l2StP Ani ~ J -11/2)JM and r1l2StP An _ II ~ J + 11I2)JM must be 
sought which diagonalize 9. These calculations, which are 
rather long and tedious, are described in Appendix A. The 
final expressions for the simultaneous parity and frequency 
eigenfunctions tum out to be quite simple. These are 

iJ 1/2 [(E IK I )112 
X=(2ma)1/2r S ---:;;;;;--+1 tPAnJ-I12 

(
EIKI )112 ] + i ----;;;;;- - 1 tPA n -I J+ 112 , (3.12) 

- 1 iJ [(E IK I )112 t 
X = - 2m (2ma)1/2 ---:;;;;;-- + I 1,6 AnJ-I12 

.(EIKI )IIZ,,/,.t ]S-11/2 + I ---:;;;;;-- - I 'I' A n-IJ+ 112 r, (3.13) 

9 = ( - I)J-IIZ, n = 1,2,3,4, ... , 

and 

iJ 1/2 [(E IK I )112 
X = (2ma) I 12 r S vm + 1 1,6 A n - I J + 1/2 

.(E IK I )112 ] 
- I ----;;;;;- - 1 1,6 An J - 112 , (3.14) 

X = 1 iJ [(E IK I )112 t 
- 2m (2ma)1/2 ---:;;;;;-- + 1 1,6 A n -I J -+ 1/2 

_ i(E IK 1_ 1)112 ,,/,. t ] S-lr1l2 'l'AnJ-I12 , 
vm 

(3.15) 

9 = ( - I)J + 112, n = 2,3,4, .... 

In these equations we have reverted back to the Coulomb 
problem with equal coupling constants a = If- = In. Other 
notations are v = (K2 - a2)112, iJ = (m 2 _ E2)1/2, 
E = m(1 + a2j(y + nf)-I/2. Only the radial quantumnum
ber, n or n - 1, and the orbital angular momentum quantum 
number, 1= J ± !, are indicated explicitly. The states (3.12) 
through (3.15) have been normalized with respect to the met
ric (1.2): 

(3.16) 

It is assumed that the functions 1,6 AA are precisely the func
tions (2.13) with normalization (2.15). Although Eqs. (3.12) 
and (3.13) were derived for n = 2,3,4,. .. (see Appendix A); it 
turns out that the n = 1, 1= J - ~ levels are described cor
rectly also: For the n = 1, 1= J - ~ levels the second terms 
of Eqs. (3.12) and (3.13) are interpreted as zero. 
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IV. STATIONARY STATE PERTURBATION THEORY 
FOR A KLEIN-GORDON TYPE EQUATION 

To discuss the perturbation theory ofEq. (2.1) we write 
it in the form (a = t = Za again): 

[T(E) + V(E)lxo = 0, (4.1) 

where 

(4.2) 

and 

V(E) = - 2Ea/r - (a2 + iacT"")lr. (4.3) 

A perturbation theory different from the usual Rayleigh
Schrodinger perturbation theory is required because of the 
complicated energy dependence of the terms in Eq. (4.1). 
Equation (4.1) has a form exactly like that of a Bethe-Sal
peter equation. The contour integration techniques of Kat08 

have been developed into an efficient perturbation formal
ism for the Bethe-Salpeter equation,9 and this formalism is 
applicable in its entirety to the present problem. This formal
ism exploits the pole structure of the frequency eigenfunc
tion expansion (3.9), which we rewrite here as 

9'o(E) = - I :3' OB /(E - EOB )' (4.4) 
B 

:3' OB = IXoB) (XOb I, (XOB 1 (XOB 17p ilp /2m2. (4.5) 

The operator :3' OB is a type of projection operator for the 
state LtOB)' For simplicity, in this section we dispense with 
the earlier cBEoB notation of representing plus and minus 
frequencies: EOB in this section can be either plus or minus. 
We will here summarize the main features of the Bethe
Salpeter perturbation theory, specialized for convenience for 
our particular example. As mentioned in the Introduction, 
the concept of "reduced Green's function," introduced ear
lier in a different context, 10 proves quite useful here as well, 
because of its organizing effect in the formalism. 

For simplicity, we describe the perturbation of a parti
cular nondegenerate level, IXoA)' "Reduced Green's func
tions," defined by 

K 1A = I YOB/(EOA -EOB) (4.6) 
B #04 

and 

K2A I:3' OB/(EoA - EOBf (4.7) 
B#A 

are associated with the given level, IXoA)' The reduced 
Green's functions are related to the full Green's function 
rro(E) in a very simple way. It is convenient to express this 
relationship in terms of the function 

9'04 (E )=(E - EOA )9'o(E). (4.8) 

The function 9'04 (E ) is holomorphic near E = EoA , with 

9'A(E)IE~E()A = - 9 004 , (4.9) 

(4.10) 

and 

(4.11) 
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These relations are incorporated in the Laurent expansion 

rro(E) = - :3'oA/(E-EoA )-K1A + (E-EoA)K2A +"', 
(4.12) 

valid near the pole E = EOA of 9'o(E ). 
Now we consider the more general wave equation [T (E) 

+ V (E) + (5 V (E)] X = 0, where (5 V (E) is a perturbation. 
There is an associated Green's function rr(E) obeying 

[T(E) + VIE) + 8V(E)]9'(E) = - 1, (4.13) 

and there will be a new frequency eigenfunction expansion 

rr(E) = - I:3' B/(E - EB)' (4.14) 
B 

To facilitate the following derivation of the perturbation 
equations, we rewrite the Born expansion 

rr(E ) = rro(E ) + rro(E )8 V (E )rro(E ) + ... 
or 9'(E) in terms of 9'04 (E): 

9'04 (E) 9'04 (E)8V(E)9'A (E) 
9'(E) = E _ E + (E _ E )2 

004 004 
rrA(E)8V(E)9'A(E)8V(E)9'A(E) + 3 + .... 

(E-EoA) 
(4.15) 

Our first perturbation equation is obtained by perform
ing the operation (1I21Ti) !p cdE . .. on both sides ofEq. (4.15), 
where C is a contour enclosing EOA and EA, but no other 
singular points of either 9'o(E) or 9'(E). By the Cauchy inte
gral theorem, we find 

(112m') f dE 9'(E) 

= {9'A(E) + ~[9'A(E)8V(E)9'A(E)] 
dE 

1 d 2 + - - [9'04 (E)8 VIE )9'04 (E)8 VIE )9'04 (E)] 
2! dE 2 

+ ... } I . 
E=Eo..j 

(4.16) 

The derivatives in Eq. (4.16) act on functions holomorphic 
near E = EOA . These derivatives are evaluated with the help 
of Eqs. (4.9)-(4.11). Also, from the eigenfunction expansion 
(4.14), it can be seen that the contour integral on the left
hand side ofEq. (4.16) has the value - :3' A' where f? A is the 
exact projection operator for the A th level. Thus 

- Y A = - 9 004 + KIA8V(EoA)90A 

+ :3'oA8V(EoA)KIA 

8V'(E) 

+ St'oA8V'(EoA)90A + "', 

a8V(E) 

aE 

If we go back to Eq. (4.15) and perform the operation 

(1I21Ti)t dE (E - EOA ) ... 

(4.17) 

on both sides, we encounter similar calculations leading to 
our second perturbation equation 17: 
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- DEA 9 A = 9 OA DV(EoA )9 OA 

- KIA DV(EoA)9 OA DV(EoA)9 OA 

- 9 oADV(EoA )KIADV(EoA)9 OA 

- 9 oADV(EoA )9 oADV(Eo)K.1A 

- 90ADV'(EoA)9oADV(EoA)9oA 

- 90ADV(EoA)9oADV'(EoA)9oA + .... 
(4.18) 

The first-order level shift can be obtained quite simply 
by working with the two perturbation equations (4.17) and 
(4.18). By Eq.(4.17) 9 A ::::: 9 OA' Equation (4.18) then gives 

DEA IXOA > < XOA I = - IXOA > < XOA IDV(EoA )IXOA) < XOA I· 

Dropping the factor Ix OA > on the left, and the factor <X OA I 
on the right gives the desired result 

(4.19) 

or, more explicitly, 

In spite of its unusual derivation, this result has a familiar 
form. Note, however, the appearance of the dual wavefunc-

tion, XOA = X6A 711 Jill /2m 2
, where one ordinarily would 

see the simple adjoint. To compute higher-order corrections, 
we convert the operator equations (4.17) and (4.18) into c
number statements, for example, by taking their expectation 
value in the state IXOA> and then solve for DEA by simply 
dividing the resulting series of c-numbers. 

The perturbation theory as described so far is applicable 
for a general unperturbed system with arbitrary potential 
V (E). For the special case in which the unperturbed system is 
the relativistic Kepler problem, with V(E) given by Eq. (4.3), 
some further simplification is possible. In this case it is ad
vantageous to multiply Eqs. (4.17) and (4.18) on the left and 
right by 1Ir before forming an expectation value. This will 
have the effect of eliminating terms in the resulting c-number 
equations that have a factor KIA or K2A on the extreme left 
and/or right. This simplification is a result of the special 
form of the simultaneous parity and frequency eigenfunc
tions (3.12)-(3.15): According to these equations, when 
Sd 3r XOB r-IXOA isformed,allfactorsofrl/2Sandrl/2S-1 
disappear, and we obtain integrals that can be evaluated with 
the help of the simple orthogonality relations (2.15). Refer
ence to the eigenfunction expansions (4.6) and (4.7) of KIA 
and KZA shows that they contain only states orthogonal to 
IXOA) with respect to the metric r- I. Terms containing a 
factor KIA or K2A on the extreme left and/or right will be 
projected out when the expectation value is formed, by vir
tue of this orthogonality. 
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APPENDIX 

We introduce the shorthand notation 

A.. -rIlZSrJ. -rIlZSrJ. 'l'EnJ-j= 'l'AnJ-1I2= 'l'AnJ-(IIZ)JM 

for the (unnormalized) frequency eigenfunctions with 
I = J - ~. For n = 2,3,4,. .. there is another level 

<PEn - I J+ 1!2==rIl2S<PA n - I J+ 1/2=rIl
Z
S<pA n-IJ+(I12)JM 

belonging to the same energy. We want to determine linear 
combinations of the states <PEn J _ 112 and <PEn - I J + liZ that 
will be parity eigenfunctions. To begin with, we just investi
gate the dual states ¢; En J _ 112 = (112m2) (B<p En J _ I12)t and 
¢;En -I J+ 112 = (1I2mZ) (B<PEn -I J+ IIZ)t. The effect of 9 
can then be easily determined using the relation [Eq. (3.10)] 
9<p = - 2m¢; t ( - r,t). 

The calculation of the dual states can be greatly simpli
fied if we assume the appearance of factors rl /Z S - 1 on the 
right as in Eqs. (3.13) and (3.15). Evidently it is not B<PEA 
= Brl /2S<p AA' which is simple, but r-l/zSBSr Ilz <P AA' 

Therefore, our calculation of the dual will begin with some 
operator algebra designed to reduce r- 1/2 SBSr l /z to a form 
whose action on the states of interest can be readily deter
mined. Some key equations needed in this connection are 

and 

B = - (E + a/r) _ iu.r(~ + 1 - K), 
Jr r 

S 2 _ h () '.A' h () _ IK I + iU·raE(K) 
- cos + IU r sm - Z 2 1/2 ' 

(K -a) 

E(K) = + 1, K>O, E(K) = - 1, K <0. 

SU'rS= u'r, 

S .A.VS _ IK I + ia-raE(K) .w 
urn.. - 2 2 1/2 U rn.. 

(K -a) 

(AI) 

(A2) 

(A3) 

(A4) 

In obtaining these equations repeated use was made of the 
fact that a-r anticommutes with any odd function of K, such 
as E(K) for example, and commutes with any even function of 
K, for example, IK I. Note that sinh(!()) is an odd function of 
K and that cosh(!() ) is an even function of K. The end result of 
the operator algebra is the identity 

EIKI 

(AS) 

p=21Jr. 

Proceeding, we introduce the additional abbreviations 

<PAn J - 1/2 -Rnr~ v- 1 Y/~ J - 1/2 Rnr~ v-I YJ - (1/2) JM 

and 

<PA n - 1 J+ I/Z =Rn - I r~ v Y/~j+ 1/2 -Rn - I r~ v YJ+ (I/Z)JM' 

where Rnr is the function 

Rnr = (21])3/Z[(n - I)l/(n + 2y)!] 1/2pr- lIze -plzL ~r_+II( p) 

(A6) 
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of Eq. (2.13). In Eq. (A6) r = v-I if 1 = J - ~ and r = v if 
1 = J +~, where v=(K 2 - a2)1/2. Next the operator on the 
right-hand side of Eq. (A5) is applied to the state ¢ An J _ 112 

= R nr = v- I YJ- 112' The term - E IK I(K 2 
- a 2)-1/2inEq. 

(A5) just gives a multiple of ¢ An J _ 112 again. However, the 
(TOr term in Eq. (A5) has the effect of converting YJ _ 112 into 
YJ + 1/2 in accordance with the identity 

(TOrYlJM(r) = Y"JM(r), (A7) 

1+1'=2/. 

Note that since K in the (TOr term acts after (TOr; the value of K 
is K = - (J + ~) appropriate to the new 1 = J + ! angular 
factor. It is natural to expect that the radial operator in the 
(TOr term ofEq. (A5) will adjust the radial factor to match the 
new angular factor, producing something proportional to 
R n _ I r = v YJ + 112' That this indeed happens is a conse
quence of the identity 18 

pL ~v_+21(p) = _ 2V( ~ + n ~ 1) L ~v_-/(p) (A8) 

satisfied by the Laguerre polynomials. The end result of act
ing on ¢ An J _ 112 with the operator is then a simple linear 
combination of the states ¢ An J _ 112 and ¢ An _ I J + 112' Tak
ing the adjoint and multiplying on the right with r1/2S- 1 

then gives 

_ { EIKI A.t i7J [ 1/2 - --22 'l'AnJ-I12---2-(n-l)(n-l+2v)] 
m v 2m v 

X A.t }1I2S-1 
'I' An - I J + 1/2 r . (A9) 

The identity 

¢En-IJ+1I2 = {-~~~} ¢L-IJ+I12 

+ ~[(n - l)(n - 1 + 2v)] 1/2¢ t }r1l2s- 1 
2m2v AnJ-I12 

(AlO) 

is obtained by a similar calculation. The Laguerre polyno
mial identity needed this time is l9 

(~ 1 + 2v _ n - 1 + 2V) L 2v+ I ( ) 

a + 2 n-2 P 
'P P v 

_ (n - l)(n - 1 + 2v) L ~V_-II(p) 

2v P 
(All) 

We can now easily calculate the effect of the parity op
erator on the frequency eigenfunctions. Relative to the states 
¢ En J _. 112 and ¢ En _ I J + 112 as basis 9 has the matrix repre
sentative 

[91=(-I)J-I12( EIKI/mv 
(i7J/mv)[(n - l)(n - 1 + 2v)] 1/2 

(i7J/mv)[(n - l)(n - 1 + 2v)] 112) 
-EIKI/mv . 

(AI2) 

That the eigenvalues of the matrix multiplying ( - I)J - 112 in 
Eq. (AI2) have the expected values ± 1 can be shown with 
the help of the identity 

E2K2 7J2 
m2y - 1 = m2y (n - l)(n - 1 + 2v). (A13) 

This identity is also needed in bringing the eigenvectors to 
their final forms (3.12)-(3.15). Finally, we note the integrals 

I d3r¢~B¢AA =8B.A (AI4) 

[Eq. (2.15)] and 

I d3r¢~AEr¢AA =(nA +rA)2/a (AI5) 

needed to establish the normalization of the eigenfunctions. 

'L. C. Hostler, J. Math. Phys. 23, 1179 (1982). 
2Note that ¢> defined here differs by a factor 112m2 from ¢> of Ref. 1. The 
new definition is convenient since it will eliminate awkward factors of 2m 2 

elsewhere. Otherwise our notation is the same as in Ref. I: We use rationa
lized Gaussian (Heaviside-Lorentz) units, with fI = c = I; Lorentz 4-vec
tors have an imaginary time coordinate, so that our Lorentz metric is the 
simple8"v' 

'Earlier efforts to unify scalar and spinor electrodynamics seem to have 
moved in the direction of making the spin zero equations resemble the 
usual Dirac equation instead of the other way around [N. Kemmer, Proc. 
Roy. Soc. London A 173,91 (1939); M. Neuman and W. H. Furry, Phys. 
Rev. 76, 1677 (1949); R. G. Moorhouse, Phys. Rev. 76,1691 (1949); J. D. 
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Bjorken and S. D. Drell, Relativistic Quantum Mechanics (McGraw-Hill, 
New York, 1964), Sec. 9.7 and other references cited therein]. 

'See, for example, J. D. Bjorken and S. D. Drell, Relativistic Quantum 
Mechanics (McGraw-Hill, New York, 1964); or A. Akhiezer and V. B. 
Bereztetski, Quantum Electrodynamics (Wiley, New York, 1963), 2nd ed. 

'J. Schwinger, J. Math. Phys. 5,1606 (1964). 
6L. C. Hostler, J. Math.Phys. 11, 2966 (1970). 
7L. C. Hostler, J. Math.Phys. 5, 591 (1964). 
ST. Kato, Prog. Theor. Phys. 4, 514 (1949); A. Messiah, Quantum Mechan
ics (North-Holland, Amsterdam, 1962), Vol. 2. 

9G. P. Lepage, Phys. Rev. A 16, 863 (1977). 
IOLevere C. Hostler, Phys. Rev. 178,126 (1969); J. Math. Phys. 16, 1585 

(1975); 12, 2311 (1971). See also, H. F. Hameka, J. Chern. Phys. 47, 2728 
(1967); 48, 4810 (1968), erratum; and S. P. Swierkowski and 
M. Suffczynski, Bull. Acad. Po10n. Sci. XXI, 285 (1973). 

"A. R. Edmonds, Angular Momentum in Quantum Mechanics (Princeton 
U. P., Princeton, NJ, 1957). 

12L. C. Biedenharn, Phys. Rev. 126, 845(1962). 
"P. C. Martin and R. J. Glauber, Phys. Rev. 109, 1307 (1958). 
l4The functions L ~r_+,' are Laguerre polynomials as defined in Herbert 

Buchholz, Die Konjfuente Hypergeometrische Function (Springer-Verlag, 
Berlin, 1953). 

I 'This distinction can be quite important. If () is the eigenvalue, sinh(1()) 
commutes with a-1-; but if () is the operator, sinh(~()) anticommutes with 
a-r. Thus we have the identity T2 tP AA (2) tP ~A (I )T, = S2 tP AA (2) tP ~A (I) 
S ,- " in which S2" denote Schriidinger operators. 

'6We use the definitions of Buchholz (Ref. 14). 
17Here we require the identity (1I21Ti) !fidE (E - EOA ) g(E) 

= (1I21T1) !fidE (E - EA )g(E) + lEA - EOA ) (1I21Ti) !fidE g(E) 

= 0 + t>EA I - qJJ A)' since (E - EA )g(E) is holomorphic near E = EA' 
'"Equation (A8) is readily verified by expressing each term using the integral 

representation 

L~(p) = (1I21T1) § dte- IP(1 + t)n+"t -(n+ II 
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[Ref. 14, p. 135, Eq. (2)). The termpL ~v_+21( p) is treated by integration by 

parts: 
pL~v_+21 = -(1!21Ti)f [d(e-tPj/dtj(1 +t)"-1+ 2vt -1"-11 

= (1!21Ti) f dte - tpd [(1 + t)" - I + 2vt -I" - IJ)!dt. 

2373 J. Math. Phys., Vol. 24, No.9, September 1983 

Verification of the relation (AS) between the Laguerre polynomials is 
thereby reduced to verifying the elementary identity 

d [( I + t)" - 1 + 2vt -I" - IJ)!dt = [2vt - (n _ 1)](1 + t)" - 2 + 2vt -". 

IYEquation (A II) can be verified using the method of Ref. IS. 
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The complete algebras of infinitesimal symmetries for Dirac equations, Dirac equations with 
non vanishing rest mass, and Dirac equations with a nonlinear term have been established. In 
addition, conserved currents associated to new symmetries have been constructed. 

PACS numbers: 11.10.Qr, 11.30. - j 

1. INTRODUCTION 

By the systematic approach of Harrison and Esta
brook 1.2 and the use of symbolic computations,3.4 we are able 
to construct the complete algebra of infinitesimal symme
tries for four different types of Dirac equations, i.e., Dirac 
equations with vanishing rest mass, Dirac equations with 
nonvanishing rest mass, Dirac equations with a nonlinear 
term, and nonlinear Dirac equations without rest mass. The 
results obtained here contain the previous results by Ander
son and Ibragimov5 and complete the results of Steeb et al. 6. 

7 

for nonlinear Dirac equations. Due to this systematic ap
proach, we are able to prove a conjecture made by Steeb et 
al. 6 In addition, conserved currents associated to new sym
metries are constructed. 

The infinitesimal symmetries of a closed ideal I in n
dimensional space, generated by a set of differential forms 

a(I), ... ,a(m) 

are vector fields 

V = V i ~ (summation convention) 
axi 

such that 

2" vICI, 

(1.1) 

(1.2) 

where 2" v denotes the Lie derivative by the vector field V. I
•
2 

From (1.2), we see that V has to satisfy 

2" va(i) + y(i,j)l\a(j) = 0 (i: = l:m), (1.3) 

where y(i,j) are suitable differential forms and y(i,j) 1\ a(j) 
denotes the wedge product of y(i,j) and a(j) summed overj. 

The first purpose of this paper is the construction of the 
set of generators of the local symmetries for Dirac equations, 

3 a a -L Ii-(Yk¢) - ili- (Y4¢) + moc¢ + no¢(¢¢) = 0, 
k~ I aXk aX4 

(1.4) 

where in (1.4) X4 = ct, ¢ = (¢I' ¢2' ¢3' ¢4)1' (Tmeans trans
pose),¢=(¢f,¢!, -¢T, -¢t)andYI' Y2'Y3'Y4are4x4 
matrices defined by 

o 
o 

o 

o 
-i 

o 
o 

- ~], Y2 = [ ~ ~ ! -~], 
o -1 0 0 0 

0 -i 0 0 

0 0 i 0 1 0 

0 0 0 - 1 

-i 0 

0] r ~ , Y4 = ~ 
0 0 

~J 
-1 

Introducing the quantity 

4 = Ii/moc, 

we obtain 

(1.4a) 

3 a a -
4 L -(Yk¢)-4i-(Y4¢) + ¢+4 3E¢(¢¢) =0. (1.5) 
k~ I aXk aX4 

We shall construct the set of generators of the local 
symmetries of (1.5) for four different problems. 

(1) E = 0,4 -I = 0, i.e., Dirac equations with vanishing rest 
mass; 

(2) E = 0,4 -I #0, i.e., Dirac equations with nonvanishing 
rest mass; (1.6) 

(3) E#0,4 -I #0, i.e., Dirac equations with a nonlinear term; 

(4) E#0,4 -I = 0, i.e., Dirac equations with a nonlinear term 
and vanishing rest mass. 

If we now put ¢j = u j + iv j (j = 1, ... ,4) into (1.5), we arrive 
at a system of eight coupled partial differential equations: 

4vi -4ui +4v~ +4v! + (1 +4 3EK)u l = 0, 

4vi +4u~ -4v; +4v~ + (1 +4 3EK)u 2 = 0, 

-4vT +4u~ -4v~ -4v! +(1 +4 3EK)u3 =0, 

_4V I -4U I +4v2 -4v4 +(1 +4 3EK)u4 =0 
I 2 3 4 , (1.7) 

-4ui -4vi -4u~ -4u! +(1 +4 3EK)v 1 =0, 

- 4ui + 4v~ + 4u; - 4u~ + (I + 4 3EK )v2 = 0, 

4ui +4v~ +4u~ +4u! +(1 +4 3EK)v3 =0, 

4u: - 4v; - 4u~ + 4u! + (1 + 4 3EK)v4 = 0, 

where in (1.7), uj = aui/a",), vj = aviaxl' 

K = (U I)2 + (U 2)2 

+ (V 1)2 + (v2f _ (U 3)2 _ (U4)2 _ (V3)2 _ (V4)2. 

We can construct an ideal I of differential I-forms asso-
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ciated to (1.7) by using the contact 1-forms8.9 

ali) = du i 
- u; dx l - u~ dx2 

- u~ dx3 - u~ dx4 (i: = 1:4), 

a(4+i) 

= dvi 
- v; dx l - v~ dx2 

- v~ dx3 - v~ dx4 (i: = 1:4), 

da(1), ... ,da(8), (1.8) 

and substitution ofu~, v~ (i: = 1:4) from (1.7) into (1.8). So 
we consider an ideal I in 36-dimensional space ( = R36

), 

R36 = !(x l, ... , x4, u
l, ... , u4, vl, ... ,V4, u:, ... , u~, ... , vj, ... vj)), 

generated by (1.8), (1.8a). (1.9) 
We derive the infinitesimal symmetries of(1.7), (1.8), 

doing all computation with the use of the symbolic Language 
REDUCE3 on a DEC computer system. 

We used a set of beautiful subroutines constructed by 
Gragert4 which enabled us to do differential geometric cal
culations on the computer. In Sec. 2, we shall state the results 
for the complete algebras of infinitesimal symmetries for the 
four different problems (1.5), (1.6). The detailed computa
tions can be found in Ref. 10. The second purpose of this 
paper is the construction of conserved currents, associated to 
the results of Sec. 2. This has been done in Sec. 3, using the 
local jet bundle formalism. 8.9 

2. THE COMPLETE ALGEBRAS OF INFINITESIMAL 
SYMMETRIES FOR DIRAC EQUATIONS 

In this section, we state the results of the computation 
of the complete algebras of infinitesimal symmetries of Dirac 
equations (1.5) and (1.6). 

Theorem 1: (E = 0; A - I = 0) The complete algebra of 
infinitesimal symmetries for Dirac equations with vanishing 
rest mass is spanned by 23 generators. Moreover, there is a 

continuous part, generated by functions V U

', ••• , V'" depen
dent on x I , ... ,x4 satisfying Dirac equations, due to the linear
ity of the problem (1.5), (1.6a). I This algebra contains the 15 
generators of the conformal group and 8 generators 

2375 

xI=~a,-U~2-U~]+U~. 
u u u u 

- v4a , + v3a , + v2a 3 - via 4, 
v V U v 

x 2 =vla +v2a +v3a +v4a 
14

1 u2 
14 2 u4 

- ula , - u2a, - u3a 3 - u4a., 
v v v v 

X 3 = v4a , - v3a , - v2a 3 + via. 
U 14 U U 

+ u4a , - u3a 2 - u2a 3 + ula " v v v v 

X 5 = u2a , - ula 2 - u4a 3 + u3a • 
u u u u 

- v2a , + via 2 + v4a 3 - v3a " 
x 6 = u3a , .+ u4a 2 + ula ,"+ u2a ." 

u u u u 

+ v3a", + v4a", + via", + v2a"., 
x 7 = v2a , - via 2 - v4a 3 + v3a • 

u u u u 

+u2a, -Ula 2 -U4a 3 +u3a., v v v v 

x 8 
= v3au , + v4a 2 + via 3 + v2a • 

u u u 

- u3a , - u4a 2 - ula 3 - u2a •. 
v V v v 
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(2.1) 

Theorem 2: (E = 0, A -I #0) The complete algebra of in
finitesimal symmetries for Dirac equations with nonvanish
ing rest mass is spanned by 14 generators. Moreover, there is 

a continuous part generated by functions V U
, , ... , V"4 depen

dent on Xl , ... ,X4 satisfying Dirac equations with nonvanish
ing rest mass (1.5), (1.6b) due to the linearity of the problem. 
This algebra contains the 10 generators of the Poincare 
group and the generators X I, X2, X 3

, X4, ofEq. (2.1). 
The results obtained in Theorem 1 and Theorem 2 are 

in agreement with those of Anderson and Ibragimov.5 

Theorem 3: (E#O, A -I #0) The complete algebra of in
finitesimal symmetries for nonlinear Dirac equations with 
nonvanishing rest mass is spanned by 13 generators. The 
generators, in this case, are the 10 generators of the Poincare 
group and X I, X2, X3, ofEq. (2.1). 

The result obtained by Steeb et al.,6 i.e., X 2 is a gener
ator, in this case, is contained in ours. Moreover, in deriving 
our results, 10 we proved the conjecture that the infinitesimal 
symmetries are at most linear in u l 

, ... ,V
4

•
6 

Theorem 4: (E#O, A -I = 0) The complete algebraofin
finitesimal symmetries for nonlinear Dirac equations with 
vanishing rest mass is spanned by 14 generators. The genera
tors are 10 generators of the Poincare group, X I, X 2, X 3 as in 
(2.1) and U I

, i.e., 

Vi v2 v3 v4 
-a, - -a 2 - -a, - -2 a" •. 
2" 2" 2" 

U I is the generator of a scaling transformation. 

3. CONSERVED CURRENTS FOR NONLINEAR DIRAC 
EQUATIONS 

In this section, conserved currents associated to the in
finitesimal symmetries X I, X 2, X 3 of Theorem 3 of Sec. 2 
shall be constructed. Throughout this section, we shall use 
the local jet bundle formalism. 8,9 

The generators X I, X 2, X 3 are vertical vector fields on 
T(E) = R12, generated by a " ... ,a., a " ... ,a.; Le., 

x x u v 

1TM Xj = 0 (j = 1,2,3), 

X I = u4a , - u3a - u2a + ula 
U 14 2 u 3 u4 

- v4a , + v3a 2 + v2a 3 - via ., 
v v v v 

x 2 = via + v2a + v3a + v4a 
14 1 u2 u2 u4 

- ula , - u2a 2 - u3a 3 - u4a 4, 
v V v v 

(3.1) 

x 3 = v4a , _ v3a - v2a + via 
u u 2 u3 u4 

+ u4a , - u3a 2 - u2a, + ula 4' v v- v v 

In fact, we need the prolonged fieldsplX l,piX2,pIX3 on 
J I(E), which can be obtained from (3.1).8,9 

Let L (u, v , Ui ' Vi) be the Lagrangian, defined on J I(E) 
by 
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L = ( - U4V: + V4U: - u3vi + v3ui - u2vi + v2ui - u1vi + v1ui 

- V4V~ - U4U~ + V3V~ + U3U~ - V2V~ - U2U~ + v1vi + u1ui 

- U3V~ + V3U~ + U4V~ - V4U~ - UlV~ + u2vj _ v2uj 

- U1V! + V1U! - U2V~ + V2U~ - U3V! + VlU~ + V3U! _ U4V! + V4U!) 

-K(I + 03cK), 

where (x, u, V, Ui , Vi) = (Xl , ... ,X4,U I , ... ,V4,U: , ... ,v!) are local 
coordinates on J '(E) = ]R44. 

An easy calculation shows that the Euler-Lagrange 
equations associated with (3.2), i.e., 

~(aL) _ aL -0 
axu az;: azl - , (3.3) 

are just nonlinear Dirac equations (1.7). In this section, we 
use the summation convention (A = 1, ... ,8; a = 1, ... ,4) ifan 
index occurs twice. 

We introduce the Cartan form 0 defined bl 
0= LUJ + (~L )OA I'IUJa , (3.4) 

where in (3.4) 

(3.4a) 

(z;: referring to either u~ or v~). 
A somewhat lengthy calculation 10 leads to 
Lemma 1: 

Yp'x;(O)=O (i=I,2,3). 

Due to the relation 

Yp1x,o=p'r -.J dO + d(plr..J 0) = 0 (i= 1. 2, 3) 

and since9
•
10 

p'r ..J dO II = 0 (i = 1,2, 3), 

we derive 

d(p'X' ..J O)E! (i = 1,2,3), 

(3.5) 

(3.6) 

i.e.,p1X i ..J 0 is a conserved current to (1.8). We now formu
late the following: 

Theorem 5: The conserved currents associated to the 
infinitesimal symmetries X I, X2, X 3 for problem (1.5), (1.6b) 
are given by 

X I: + 2(U4V4 _ U3V3 _ U2V2 + U1V I ) dx2 dx3 dx4 

_ ((u1f + (U2)2 _ (U3)2 _ (U4)2 - (v1f 

_ (V2)2 + (v3f + (v4f) dx 1 dx3 dx4 

+ 2(U4V3 + U3V4 _ U2Vl _ U1V2) dx1 dx2 dx4 

_ 2(U4VI - U3V2 - U2V3 + U1V4) dx ' dx2 dx3, (3.7) 

2376 J. Math. Phys., Vol. 24, No.9, September 1983 

X2: + 2(V I
V

4 + V2V3 + UlU4 + U2U3
) dx2 dx 3 dx4 

- 2( - U4Vl + U3V2 - U2V3 + UIV4
) dx ' dx3 dx4 

+ 2(v 'v' - V
2V4 + UlU3 

- U2U4) dx 1 dx2 dx4 

- ((u l )" + (u 2)" + (U 3)2 + (U 4)2 

+ (VI)" + (v 2f + (v 3f + (V4)2) dx ' dx2 dx 3
, 

X3: (_ (u l )" + (U 2)2 + (U 3)2 - (u4f 
+ (v'f - (V

2
)2 - (v3

)" + (v4 f) dx2 dx 1 dx4 

- 2( - U4
V

4 
- U3V3 + U2V2 + UIV I) dx ' dx3 dx4 

+ 2(V3V4 
- V2Vl - U3U4 + UIU2

) dx ' dx 2 dx4 

- 2(V I
V

4 
- V3

V
2 

- UlU4 + U2U3
) dx ' dx 2 dx 3

. 

4. CONCLUSION 

(3.2) 

Using symbolic computations, we have been able to es
tablish the complete algebras of infinitesimal symmetries for 
nonlinear Dirac equations. Moreover, conserved currents, 
associated to new symmetries, have been constructed. 
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